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ABSTR4CT

The POPCORN project provides an
infrastructure for globally distributed
computation over the whole Internet. It
provides any programmer connected to the
Internet with a single huge virtual parallel
computer composed of all processors on the
Interne~ which care to participate at any
given moment. POPCORN provides a
market-based mechanism for trade in CPU
time to motivate processors to provide their
CPU cycles for other peoples’ computations.
“SeMing” CPU time is as easy as visiting a
certain web site with a Java-enabled browser.
“Buying” CPU time is done by writing a
paraIIel program using the POPCORN
paradigm. A third entity in the POPCORN
system is a “market” for CPU time, which is
where buyers and seIlers meet and trade. The
POPCORN system may be visited on our
web-site: http: /Amvw.cs.huji.ac.iI/-popcorn.

This paper concentrates on the POPCORN
markeL The market is a trusted intermediary
that is responsible for matching buyers and
sellers according to economic criteria.

Our desiam emphasizes minimal
communication requirements and minimal
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strategic considerations on the part of both
buyers and sellers. We implemented several
market mechanisms of the single-sided and
double-sided auction types. We analyze the
economic efficiency of these mechanisms using
analytical and simulation methods. Our
findings support the use of these mechanisms
in the Internet environment.
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1. Introduction
There are currently millions of processors comected to the
Internet. At any given moment many if not most of them
are idle. An obvious and appealing idea is to utilize these
idle processors for running applications that require large
computational power. This would allow what may be
termed “global computing” – a single computation carried
out in coopemtion between many processors worldwide.

Similar ideas in the context of local area networks are quite
well known by now, especially due to the influence of the
work on ‘Network of Workstations” [1]. There are several
added complications, though, in the global case of
cooperation over the whole Internet. First there are major
technical difficulties due to code mobility, secttri~,
plalformheterogeneity, and coordination concerns. Then
there is a matter of scale as the Internet is much more
“distributed”: The communication bandwidth is smaller,
the latency higher, the reliability lower. On the positive
side, the potential number of processors is huge.

A much more fundamental difference is due to the
distributed ownership of the processors on the Internet.
Since each processor is owned and operated by a different
person or organization, there is no a-priori motivation for
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cooperation (why should my computer work on your
problem?) Clearly a motivation for cooperation%such as
payments for CPU time, must be provided by a global
computing system

The POPCORN system provides an infrastructure for such
“global computation”, addressing all these difficulties. It
has been implemented and was operable until recently for
over a year through its web site over the Internet [38].
Descriptions of the system can be found in [6, 21,32,371.

This paper focuses on POPCORN’s approach to the last
issue, that of motivating cooperation. The POPCORN
system provides an online electronic market for trade in
CPU-time. Buyers and sellers of CPU-time connect to it via
the IntemeL and the market matches buyers and sellers
according to economic criteria. It should be emphasized
that the buyers and sellers are computer programs (acting
for Imrnans) rather than directly humans. It seems very
likely that such totally automated electronic markets will
play a large role in many forms of internet cooperation (not
just for CPU time), and that geneml mechanisms for such
maxketsneed to be developed and understood.

The design and implementation of such online electronic
markets will of course draw on the vast literature available
reg~ding re&wor]d m~kets [2, 11, 12, 13, 35]. However,
one should note that many differences exist F* there are
many teclnical issues of communicatio~ implementatio~
etc. Se&on&the t%ctthat the market is not intended for
humans but rather for programs makes a dMerence. Tl@
in many cases, and in particular in the case of the
POPCORN marke$ even the basic definitions of money,
goods and trade need to be deiined. We hope that our
exTenences with the POPCORN market may shed i%rther
light on several aspects of online electronic markets.

1.1 Paper Structure
Section 2 provides an overview of the POPCORN system,
fiuther information can be found in [6, 21,32, 37]. Section
3 describes the outliie of the economic notions and
mechanisms which underliie the POPCORN system.
Section 4 provides preliminary analysis of the POPCORN
markets. Section 5 describes our simulations of the
POPCORN trade. In section 6 we mention some related
works and section 7 outlines dwections for fhrther research.

2. An Overview of the POPCORN System
The POPCORN system provides an Mlastructure for
global computation over the Internet. POPCORN’s basic
function is to provide any programmer on the Internet with
a simple virtual parallel computer. This virtual machine is
implemented by utiliig all processors on the Internet that
care to participate at any given moment The system is
implemented in Java and relies on its ubiquitous “applet?
mechanism for enabliig wide scale safe participation of
remote processors.

There are three distinct types of entities in the POPCORN
system:

1. The parallel program written (in Java) using the
POPCORN paradigm. This program acts as a
CPU-time “buye#’. The program is written using the
POPCORN programming paradigm that was
designed to fit “global computing”. This paradigm
is described in [21, 32].

2. The CPU-time “selle#’ who allows its CPU to be
used by other parallel programs (instead of standing
idle). This is done as easily as visiting a web-site
using a Java-enabled browser, and requires no
download of code.

3. The “market’ which serves as a meeting place and
matchmaker for buyers and sellers of CPU-time.

The POPCORN programming paradigm, used by the buyer
pro- achieves parallelism by concurrently spawning
off many sub-computations, termed “computelets”. The
POPCORN system automatically sends these computelets
to a market (chosen by the user), which then forwards them
to connected CPU-time sellers, who execute them and
return the results. The matching of buyers and sellers in the
market is dynamic, is done according to economic
mechanisms, and results in a payment of the buyer to the
seller.

The system is intended for coarse-grained parallelism. The
computational efficiency is mostly determined by the ratio
between the computation time of computelets to the
communication effort needed to send them and handle the
overhead. To achieve high efficiency, computelets should
be relatively heavy in terms of computation time.
Currently, seconds of CPU-time per computelet are a
minimum, and tens of seconds seem more typical. For very
large-scale computations, even hours make sense. Sample
application for POPCORN include brute-force search,
code-breaking, simulated annealing, genetic algorithms,
and game-tree evaluation.

Detailed descriptions of the POPCORN system can be
found in [6, 21, 32]. Further, and up to date, information
can be found on the POPCORN web site [37].

3. A Micro-Economy of CPU time

3.1 The Goods
The first thing one must ask in such an electronic market is
what exactly we are trading in. The answer “CPU time” is
not exact enough since it lacks specifics such as units,
diiXerencesbetween processors, deadlines, guarantees, etc.
A basic tradeoff in answering this question is between
allowing the traders very specific description of the goods,
and between maintaining a small number of uniform types
of goods with larger market size. Our approach has been to
emphasize uniformity in the initial implementation, but
building the intlastructure to allow specialization in later
versions.
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Our basic goods are the “JOPS”– Java Operations. This is
the Java equivalent of the commonly uset though
imprecise, FLOPS. Of course, there are different types of
Java operations, with ~erent costs in ditXerent
implementations, so we define a specific mix of
computations and use this mix as a definition. Each
computelet takes some number of JOPs to execute, and the
price for a computelet is proportional to the number of
JOPS it actually took to compute remotely. This is
measured (or actually, approximated) using a simple
benchmaik we piggyback on each computele~

Our experience suggests that this mechanism works well.
Still, two main disadvantages are obvioux firs$ the
benchmark is rnn on the sellers’ computer and this
computer may cheat and report higher numbers. (Such
cheating entails modHication of the browser used on the
sellers’ side, but is still possible with some effort.) Secon&
it is imprecise by nature, as well as has an overhead. We
have thus also provided a second type of “good” which can
be trade& simply the computation of a single computelet.
Thk does not require any benchmarking, but may be
troublesome for the seller since he has no a-priory control
over the computation time of the computelet. Still, this
simple mechanism is very proper in many situations such
as the case of a repeated buyer of CPU time, the case of
“fi-iendly” non-financial transactions, or the case where
computelets’ size is set administratively.

3.2 The Money
One may think of several motivations for one processor to
provide CPU-time to another. They may belong to the same
person or organizatio~ one might donate its CPU-time “for
a good cause”, the processor may get something in return,
or it may get CPU-time in return at a later time. As in real
life, aIl of these motivations, as well as others, may be
captured by the abstract notion of money. This “money”
may be donate& trade~ barter~ Ioane& converted to
other “currency, etc.

This is the approach taken in POPCORN: we define an
abstract currency called apopcoin. All trade in CPU time is
ultimately done in terms of popcoins. In our current
implementation popcoins are just implemented as entries in
a database managed by the market but they can be easily
implemented using any one of the electronic payment
schemes. Each user of the POPCORN system has a
popcoin-accoun~ paying fkom it for CPU time require~ or
depositing into it when selling CPU time. The market
automatically handles these financial aspects throughout
the computation. Once this mechanism exists, all of the
motivations described above are obtained by administrative
decisions regarding how you view popcoirw If you want to
get true payment for CPU time just provide conversion
between popcoins and US$ (we do not...). If you are in a
friendly situationjust i$pore popcoin amounts. If you want

to loan CPU cycles, just buy CPU time with popcoins and
at another time sell your CPU time for popcoins.

3.3 Buying and Selling CPU time
The programmer writing a parallel POPCORN application
is in fact buying CPU time. Basically, the parallel program
must offer a price for the computation of each computelet.
The payment is executed on sellers’ return of the answer to
the marke~ and is deducted from the buyers’ account in the
market (which must be specified before the computation
can proceed). Technically, each computation packet
constructs a “Contract” object that encapsulates the offer.
The contract specifies the prices offered, whether the price
is per computelet or per JOP, and the market mechanism
required for this transaction (see below). The contract may
be hard-coded into the programq alternatively we provide a
user-level tool for speci@ng the contract.

Selling CPU time is done as easily as visiting a page on the
web with a Java-enabled browser. This page contains an
applet that starts working on the sellers’ computer and
which repeatedly receives computelets and computes them.
In the most dwect form, a seller visits the market’s web site,
where he is asked to provide his account information (name
and password). Once this information is provided, a “start
computing button starts the CPU-selling process and all
popcoins earned are deposited into this account. By default,
each seller simply auctions his CPU-time to the highest
bidding (per-JOP) prospective buyer. Optionally, the seller
may also enter his preferences for the trade, e.g. speci~ing
pricing information (see below).
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Figure1:POPCORNsellerwebpage

An alternative mechanism exists which does not require the
seller to hold an accoun~ or to be compensated in popcoins.
In this variant a “seller” visits a web page that is of some
interest to him. In addition to this interesting information,
the page contains the “POPCORN logo”. This logo has two
main fimctions. Firsf it is an applet that receives
computelets and executes them. Second, this logo explicitly
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informs the user that this is going on. In this situation the
seller is in fact bartering hii CPU time for the information
on the web page. This can be an on-line game, a picture, or
any other type of information. We maintain a little
“@le& of such web-pages [361. In effect we have a
3-way trade here the seller provides CPU time and gets
information the page owner (’publisher”) provides
information and gets popco-ins; and the buyers provide
Popcoins and get CPU time. Exact details on how to
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3A The Market

ight

The most immediate fi.mction of the market is to simply
serve as a well-known location which buyers and sellers
come to, instead of trying to look for each other all over the
IntemeL (There can be many dil%erent markets, but
supposedly, each is in a “well-known” location.)
Obviously, thk makes the market a communication
bottleneck of the whole system, but as long as the
computation done by each computelet is
CPU-time-consuming enough relative to tie market
overhea& a single market can handle large numbers of
buyers and sellers. The market is a trusted intermediary and
is responsible for matching buyers and sellers, for moving
the computelets and results between them, as well as for
handlhg all pa~ments and accounts. The implementation of
the market involves a server that buyers can connect to as
clients, as well as a set of web pages with applets
embedded in them (and a supporting server) for the sellers
to connect to.

The most important aspect of the market is to match buyers
and sellers according to economic criteria. There are two
basic design goals for the market mechanism

1. The allocations should be economically efficien~ i.e.
maximiie the global utility by allocating CPU-time to
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those with the highest utility for this time. A necessay
condition for this is the second requirement.

The market mechanism should motivate the buyers and
sellers to reveal their true utility of the CPU time (i.e.
the mechanism should be “incentive compatible” [16].)
Thk frees them iiom strategic considerations and, we
feel, is especially important in an electronic market
setting, in which the bidding is pre-programmed rather
than interactively done by humans.

We have three different mechanisms currently available.
They are currently handled as separate internal markets and
each buyer and seller may choose which of these
mechanisms he desires (in addition to choosing whether the
payment is per JOP or per computelet – defaults exist for
all these choices, of course). All our mechanisms are of the
sealed-bid type (“fire and forget”). They thus require only a
single round of communication. In addition, the
mechanisms are all efficiently computable (usually
requiring just a few hashing and priority queue operations
per computelet.)

The first mechanism is a repeated Vickrey auction [40].
Here, the CPU-time of the sellers is auctioned among
current buyers – separately for each computelet. The catch
in a Vickrey auction is that the price paid by the buyer is
not the one offered by him but rather the second highest
price offered in the auction.

The second mechanism we provide is a simple sealed-bid
double auction [15] (DA hereafter). In this case, both
buyers and sellers offer a low price and a high price, as
well as a rate of change. The sellers start with an offer of
the high price – an offer which is automatically decreased
at the specified rate, until a buyer is found (or the low price
reached). Similarly, buyers start at the low price, and their
offer is automatically increased until a seller is found (or
the high price is reached). When a buyer “meets” a seller
the buyers’ computelet is sent for execution on the sellers’
machme and the payment is at the meeting price. This
mechanism is very dynamic and easy to define and
implement.

The thiid mechanism we provide is a repeated
Clearinghouse DA (also known as the k-DA [15]). This
mechanism is similar to the simple DA, except for the fact
that in each round more than one buyer-seller pair is
matched. At fixed time intervals, all the sealed-bids of
buyers and sealed-asks of sellers are used to calculate
current demand and supply curves (the demand and supply
curves are step fictions). These curves are intersected, the
equilibrium price is calculated, and the single price is used
for all the transactions of that round. We take the trading
price to be the middle of the interval of possible clearing
prices (i.e. we use a k-DA withk =1/2).
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4. Towards an Analysis of the POPCORN
Market Mechanisms
The basic question about these market mechanisms is
whether they work well in terms of finding an
economically efficient matching of buyers and sellers, in a
the dynamic situation of the Internet. In additio~ the
computational efficiency of reaching this matching is of
importance, as to enable the market to fimction oflme
under high loads. From an economic point of view, our
main interest is in checking whether the ~@ns-from-trade
that are generated by our mechanisms’ allocations are
maximized. The results of our analysis of the mafket
mechanisms are quite sensitive to the exact model of the
buyers and sellers as well as to the economic utility placed
on time and to the tiormation available to the players.
Some results from game theory and mechanism design
literature [16] are directly or indirectly applicable, yielding
both positive and negative results. In thk section we
describe these analytical steps towards analysis, while in
section 5 we describe results of our simulatio~ using the
same theoretical fizunework.

One way of analyzing a POPCORN market is to view its
roles as defining a multiple-round game of incomplete
informatio~ in which the number of players may change as
time progresses and the players’ actions in one round afiiect
the future rounds. Each trade-round at the market
corresponds to one round in the ~-e. The players of the
game are the selfish buyers and the sellers, who seek to
maximize their private utility. The game that fidly
corresponds to the POPCORN trade is diilicult to analyze,
and we make some simpliig assumptions in our
discussion below.

In order to model a buyer we assume that a buyer has a type

~“, drawnfrom a probability distribution F. The buyer’s

type corresponds to his valuation of a JOP at time O,and
once a buyer’s Iype was determined at time O,his valuation
of a JOP ~mterms of time O) decays as the calculation of
that JOP is done fin-ther into the fhture. Formally, buyer
i‘s valuation of the calculation of a JOP at period t in

terms of period O is ~. = az~o, where OS a S 1 is a

discount factor Commorito all buyers. We also assume that
if a buyer cuts a deal at time t, and buys a computation of

~ jops, at a price p, he enjoys a util@ of Z(V – p).

A buyer ~enerates a stream of orders, be.@ming with a
‘connect’ order, followed by ‘bid’ orders, and finally a
‘disconnect’ order.

Similarly our model ofa seller states that a seller is defined

by a type e,, drawnfrom a probability distribution G. The

seller’s type corresponds to his axpenserper a unit of time.
Another attribute of the seller is his machine’s speed of

Z, jopsfsecond, which is drawn from a probability
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distribution ~. We assume that if a seller cuts a deal to
sell a computation of L jops, at a price p, he enjoys a

utility of L(ei /zi —p). A seller generates a stream of

orders, beginniig with a ‘connect’ order, followed by one
or more ‘ask’ orders, and finally a ‘disconnect’ order. We
assume that both buyers and sellers know their type a-priori
(i.e. we assume that the independentprivate value mode[
[26] holds).

We also assume that the seller publishes no information
about his client’s computer, that the auction rounds are held
at discrete points in time and that all the constraints
imposed by the POPCORN architecture are satisfied.

4.1 The Repeated Vickrey Auction

Mechanism

A well-known result in auction theory is that it is a
dominant strategy for a buyer in a Vickrey auction to bid
his hue valuation of the good being auctioned [40] and that
the Vickrey auction is a direct-revelation mechanism [16].
Thus, the outcome of a single round of the Vickrey auction
satisfies the strong criterion of dominant strategy
equilibrium. When the players play their equilibrium
strategies the outcome of a single round is efficient – the
buyer who posses the highest valuation for the good wins
it.

However, our Vickrey-based mechanism is executing a
Vickrey auction repeatedly and the properties of the single
round do not necessarily hold. Despite this theoretical
possibility, we do not know of practical ways, by which
programs can gainfully employ strategic reasoning in the
context of the POPCORN market. If we do assume that the
buyers and sellers are truth-tellers (i.e. non-strategic buyers
and sellers) and that the sellers are homogeneous,then we
can show that the mechanism maximizes the welfare of the
economy. The proof is straightforward and we do not bring
it here, please refer to [33] for details.

Our assumptions about the homogeneity of the buyers and
sellers are not reasonable in Internet-based markets. The
machines connected to the Internet differ in their
computation power, connection quality, the costs of
connection dii%erfrom one ISP to another, etc. If we relax
our assumption that the sellers’ costs are equal or that the
sellers’ machines are identical, the eiliciency breaks. The
reason is obvious: the mechanism chooses the sellers
arbitrarily, based solely upon their arrival time. Relaxing
the assumption that the buyers and sellers know their
valuations also leads to inefficient outcomes. On the other
han~ the efficiency result holds when we assume
asymmetric buyers [33]. Taking these issues into account
will naturally complicate the system and may be a subject
for fkrther research.



4.2 The Double Auction Mechanisms

We have seen tit in tie general case the repeated Vickrey
mechanisnq descnied in the previous section, is socially
inefficien~ One reason for inefficiency is that it does not
introduce competition among the sellers. A possible
remedy is to consider double auctions.

4.2.1 A Simple Double Auction
The simple DA resembles the simr.dtaneons execution of
two ‘j%st-price sealed bid auctiom “[26, 29]. Very much
liie in the case of first price sealed bid auction [25, 26,28,
29, 30], there is no dominant strategy equilibrium in the
simple DA. We are left with a weaker criterion of Bayesian
Nash equilibrium [16_J. In additioq it is not a
direct-revelation mechanism, and each round of our auction
is not necessarily Pareto efficient We return to tie simple
DA in section 5.

4.2.2 The Clearinghouse Double Auction
In [34] itisshow for a single round of k-DL that if each
buyer requests a single Sood and each seller possess a
single good then as the number of buyers and sellers grows,
the incentive for buyers and sellers to falsely report their
types diminkhes. In this case the gains from trade converge
to the maximal possible value. However, this result does
not hold when each trader is interested in multiple units.
Furthermore, multiple rounds may lead to inefficient
results, when the mechanism is executed against an
adversary who seeks to minimize the gains from trade. It
can be shown that the repeated clearinghouse algorithm is
not 0+!- competitive for any constant c.Z[33].

Mendelson [27] analyzes a mechanism very similar to ours,
assuming that the lids and asks are uniformly distributed
over some interval, that the arrival of orders from buyers
and sellers are governed by identical Poisson processes and
that the players are not strategic (they report their true
valuations). hIendeIson’s analysis implies that “we cannot
be very far horn that price that maximizes tie gains from
trade most of the time”. At the time of writing these lines,
we have insufficient empirical data for supporting or
refuting,h~endelson’sassumptions.

~. Trade Simulation
In Ihk section \\7e check the market’s behavior and
characteristics by simulating the trade that results tlom the
dynamic arrival and departure of various buyers and sellers.
There are many empirically open questions, of which we
consider only a few. Perhaps the most interesting issues are
the allocation’s efficiency in a dynamic environment and
the price response to supply and demand shocks. In
additiou we check the markets adaptivity and the relation
between a seller’s (or buyer’s) offer and his probability of
executing the trade.

We conducted most of the exTerirnents in a constrained
environment. In tlis environment the buyers and sellers do

not behave strategically, each buyer has a single computelet
to compute, and each seller wishes to compute a single
computelet. Overall, in the very simple settings of our
experiments, the results are promising The markets present
the expected behavior in terms of price trends, the
efficiency of their allocation is smprisingly high, the speed
of the economy’s adaptation is quite high, the prices are
relatively stable, and reservation prices have the expected
effect.

5.1 A Test-bed for Market Simulations
Inorder to simulate the operation of the various POPCORN
market mechanisms, we have implemented a simulations
test-bed. The implementation provides much flexibility in
varying the parameters that influence the trade. Figure 3,
below, urovides a schematic description of the simulation
test-bed-architecture.

I
Figure3: TheSimulationTest-bedArchitecture

The heart of the simulation test-bed is a Market Simulator
object which coordinates among the various objects. The
Market Simulator is connected to the POPCORN market
through a Market Adapter, which replaces the real
POPCORN communication layer. This enabled us to
simulate the trade without requiring hundreds of computers.
The Market Simulator contains a; Agents Facto~,-which
creates the buyers and sellers according to stochastic
processes of some kind. We used a Poisson Process
Generator with configurable parameters in our simulations.

Upon creation, a Simulated Buyer (or Seller) reads his
characteristics from a file. Most of the parameters that it
reads define a probability distribution, ilom which the
SimulatedBuyer draws the real parameter to be used during
the simulation. One important characteristic of the
SimulatedBuyer is his computelet spawning process, which
is also governed by a stochastic event-generator. The
computelet Ien=ti is drawn from a uniform probability
distribution. Another important characteristic of a buyer is
his valuation for the good and the derived bidding strategy.
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A strategy is defined by an open bi~ bid increment rate,
and maximum bid. SimulatedSellers are very much like
simulated buyers. Their important attributes are their aslq
selliig strategy, machiie speec$and liietime period,

5.2 Simulations and ResuIts
5.2.1 Price response to changes in the relative
supply and demand
In this set of simulations, we measure the price as a
fimction of the supply, while holding the demand
(stochastically) fixed at some level. By collecting a large
number of such samples, we are able to map the average
price curve. The environment is consisted of In&telling
buyers and selIers, where each buyer wishes to compute a
single packet of random size and each seller wishes to
compute a single packet. All the sellers’ machines are
identical. Buyers’ packets valuations and sellers’ costs are
drawn uniformly ftom the interval [0,30]. The Poisson

process that determines the arrival of buyers remains
constan~ with A fixed at 0.001 (thetimeunitsare
milliseconds). The Poisson process that governs the arrival
of sellers is different in each simulation and thus we
achieve the changes in the supply. In a typical simulatio~
we used a few hundreds simultaneously-executing agents.

We have run forty simulations for each mechanism, three
times for each value of the supply process lambda. All
measurements were made during a steady state phase (i.e.
when the percent of fulfilled requests out of the total
number of requests was stable). It was reached after about
five minutes of simulation. Two examples for convergence
to steady state are given in figures 4 and 5.
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The average duration of a simulation was th@ minutes.
We summarize all price information in figure 6. Relative
supply is on the X-axis and the resulting average price at
steady state is on the Y-axis. In general, these results
comply with our intuition. It is evident that an increase in
the supply results in a decrease in the average price.
Consider, for example, the clearinghouse mechanism. In
this case, increasing the supply process lambda results in
the flattening of the supply curve in every round. Since the
prices are determined (in this case) by finding the crossing
point of the demand and supply curves, for each value of
lambda we get a different point on the expected demand
curve.
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Figure6: pricesunderdifferentbuyedsellerratios

5.3 Social Efilciency of the Allocations
In order to evaluate the economic efficiency of these
allocations, we compare them to the optimal-ofline
mechanism. That is, we compare the generated welfare of
POPCORN’s online mechanisms to that generated by a
perfect mechanism that in advance, has all the information
about the buyers’ and sellers’ orders. The quotient of these
two numbers represents the relative efficiency of the
mechanism. This comparison is “unfair” towards the
POPCORN online mechanisms as they should be compared
with the best online mechanism that bases its decisions on
the information that is available at runtime. Nevertheless,
the comparison with the optimal offline allocation is still
enlightening.

Figure 7 shows that the mechanisms’ efficiency is quite
high. In the case of the clearinghouse mechanism, it is very
high with the average of 960/o.Wealsoseethatthesimple
DA and Vickrey do not achieve such good results. The
source of this difference is sellers with high costs that are
matched to buyers instead of sellers with lower costs, who
arrived later. When the lower-costs sellers arrive, it is too
late, since the relevant buyers have already left. This effect
has lower influence over the clearinghouse because in this
mechanism the trade is executed in fixed time intervals.
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5.4 Price Stability
For a particular mechanisu the standard deviation of
prices remains stable at various supply levels. This standard
deviation should be considered in conjunction with the
price level and we take the quotient of the measured
standard deviation with the average price level. We can use
these measurements to compare the two double auctions:
The average value of the quotient in the clearinghouse
market is ().147, and in the simple DA it is ().33. Thus,
the clearinghouse is much more stable. Figures 8, 9 below
depict the pxice behavior in a typical run of two
mechanisms.
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5.5 The Role of Reservation Prices
Normally, a higher buyer offer results in a higher
probability of buying. Symiietrically, a lower ask price
results in a higher probability of selling. This is verified for
our markets and figures 10, 11 depict this property for the
clearinghouse market. Note that buy offers that are lower
than a certain threshol& or asks that are higher than a
threshol& never execute. We obtained similar results for
the repeated Vickrey auction and the simple DA.
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Clearinghouse auction

Other Market Properties
In the above simulations, th~ demand was held fixed, and
the supply varied. Qualitatively, we got similar results, in
the case of demand shifts. Similarly, we got the same
results when buyers and sellers are interested in more that a
single packet and when the sellers machines are
heterogeneous.

6. Related Works
The basic idea of “stealing cycles” on local networks is
well known, and is the basis for “Network of Workstations”
[1] and many related projects. The same idea over the
Inteme~ with its different considerations, is much less
developed. Only recently, with the availability of the Java
language, has a general mechanism for global computing
been possible. Several general systems using Java have
been designe& usually concentrating on a single aspect of
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global computation [3, 5, 9]. These systems do not base
their operation on economic principles, however-

The idea to use economic techniques, models, and
intuitions, for solving a computational problem and in
particular for solving allocation problems has gained
popularity in recent years [4,8, 10,14,17,18, 20,22, 41].
Sinikirly, the allocation of network resources and the
allocation of resources over the Internet received much
attention [10, 17, 19,20, ~ 23,31], but we are unaware of
systems that allocate CPU time over the Internet and are
market-oriented. The systems that allocate CPU time are
generally designed to be used in LANs. For example,
Spawn [41], Enterprise [24], and Challenger [71may not be
applicable to the Internet due to their communication
requirements.

7. Directions for Further Research
We consider ex~ending this work in the following
duectiox

1.

7-.

3.

4.

5.

;{]

A comprehensive efficiency analysis of the double
auction is still needed. We did not conclude with a
strong efficiency result even for an unrealistic model
and only showed evidence for the mechanism’s
efficiency.

An obvious extension to our simulations is to
experiment with strategic buyers and sellers. Our early
experiments with buyers and sellers that shade their
bids and asks hint to results stillar to ours in the
clearinghouse.

POPCORN was designed in such a way that we can
replace parts of it It is easy to plug-in a matching
mechanism that bases its operation on more
conventional non-economic-based load-balancing
algorithms. A comparison with such mechanisms
should be carried out.

We view POPCORN as a case study from which we
learn on a larger family of economic-oriented
computational systems. The same markets may be used
for other goods. This, however, may require the
definition of other billing schemes.

The central market is a bottleneck and the system does
not scale. When connected to a 10 Megabh LAN it can
handle up to 70 buyers and sellers. This is not good
enough in the context of the IntemeL We consider
replacing the single market with a network of
cooperating and competing markets.
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