
JOURNAL OF APPLIED ECONOMETRICS
J. Appl. Econ. 26: 122–150 (2011)
Published online 30 September 2010 in Wiley Online Library
(wileyonlinelibrary.com) DOI: 10.1002/jae.1207

AN EMPIRICAL MODEL OF MAINFRAME COMPUTER
INVESTMENT

SUNG-JIN CHO*
Department of Economics, Seoul National University, Seoul, South Korea

SUMMARY
This paper introduces a dynamic model of investment decisions in mainframe computer systems. I estimate
and test the model using detailed micro data from a company in the telecommunications industry. The model
accounts for ‘technological depreciation’ which distinguishes computers from other investment goods where
physical depreciation is typically a key factor underlying replacement investment decisions. The company
increased its installed mainframe computer capacity by over 30-fold over the 10-year sample period. Part
of this growth was undoubtedly due to the huge increase in performance and the corresponding drop in the
per unit cost of processing capacity of mainframes, a consequence of ‘Moore’s law’. However, there was
also tremendous growth in the need for computers for billing, account processing and other tasks, due to
the rapid growth in the telecommunications industry over this same time period. I estimate the unknown
parameters of the investment model using a nonlinear least squares–nested fixed-point algorithm (NLS-
NFXP), which solves the Bellman equation underlying the dynamic model of investment and replacement
of mainframe computers by nonlinear least squares. I demonstrate that it is feasible to estimate this model
on an ordinary PC, whereas standard discretization approaches to solving the firm’s optimal investment
policy might not even be feasible using supercomputers. I show that the estimated model fits the data very
well, and accurately captures the large growth in installed mainframe capacity, the timing and magnitude
of replacement investment, as well as periodic upgrades of existing mainframe units. I use the model to
decompose how much of the 30-fold increase in mainframe computer capacity is due to ‘Moore’s law’ (i.e.
the huge drop in the unit cost of installed mainframe capacity), and how much is due to the growth in demand
for services of mainframes, due to the rapid growth in demand for telecommunications services (particularly
cell phone accounts) by the firm’s customers. Copyright  2010 John Wiley & Sons, Ltd.

1. INTRODUCTION

Despite the importance of computers in the ‘information economy’, relatively little is known about
the factors influencing mainframe investment, particularly with regard to the timing of upgrade
and replacement decisions. With the environment of rapid technological progress and steadily
declining costs, consumers and firms must decide whether they should upgrade or replace their
existing computer systems now, or wait and purchase a faster/cheaper system in the future.

This paper presents a dynamic programming model of how a firm chooses between keeping,
upgrading or replacing its legacy computer systems in the face of uncertainty regarding the demand
for its services and the timing and extent of future cost reductions of new computer systems. I
estimate the model using a detailed set of data on the computer holdings of one of the world’s
largest telecommunications companies.

An initial analysis of the data leads to several conclusions. First, the average interval between
successive upgrades or replacements has become shorter over the last 10 years, perhaps reflecting
the increased rate of technological progress in computing equipment over the same period. Second,
although the average working life of computers was only around 6 years at the beginning of the
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sample period, it decreased to approximately 5 years by the end of the period. Third, I show
that as increased demand for services served by computers begins to exceed their processing
capacity, the firm is more likely to expand its capacity via an upgrade of existing computers rather
than outright purchases when the existing computers are relatively new. However, as the age of
computers approaches the length of the replacement cycle, the firm is more likely to replace them.
Taken together, these facts support the notion that rapid technological progress and economic
development affect a firm’s replacement and upgrade policy.

Analysis of data on the mainframe investment for a major telecommunications firm suggests
that one of the major forces driving computer systems replacement decisions is technological
depreciation. Figure 1 shows the average non-capacity-adjusted prices paid by the firm for
mainframe computers, which can be thought of as nominal prices in terms of computer capacity.
In contrast, Figure 2 shows the average capacity-adjusted prices paid by the firm for mainframe
computers. According to Figure 1, the overall price paid for mainframe computers does not
decrease over this time period. However, the capacity-adjusted price paid for mainframes decreases
sharply and continuously (Figure 2). Based on this observation, we can conjecture that although
the price of mainframes did not decrease much over the period, their capacity increased by large
amounts, leading to a large decrease in the cost per unit of capacity.

This phenomenon can be attributed to Moore’s law. Moore’s law states that the processing
capacity of central processing units (CPUs) doubles every 18 months. In the storage industry
density has been doubling every 12 months, an even faster rate than that of CPU development. The
period of my data starts in 1989 and ends in 1999, during which time processing capacity improved
from 1 M transistors per CPU (486 DX processor) to over 24 M transistors per CPU (Pentium III
processor). It should be noted that there was a tremendous improvement in computer technology
between 1984 and 1997, and that the experts in computer technology expected significantly more
rapid development between 1997 and 2009.

The other main force behind the large increase in the firm’s mainframe capacity over this
period is the massive growth in the demand for its mainframe-based services, namely account
processing, billing and so forth. The growth in demand is another outgrowth of Moore’s law since
the miniaturization of circuitry and electronics led to an increase in the demand for cell phones.

Figure 1. Average purchasing prices of mainframes (non-capacity-adjusted). This figure is available in color
online at wileyonlinelibrary.com/journal/jae

Copyright  2010 John Wiley & Sons, Ltd. J. Appl. Econ. 26: 122–150 (2011)
DOI: 10.1002/jae



124 S.-J. CHO

Figure 2. Average purchasing prices of mainframes (capacity adjusted). This figure is available in color
online at wileyonlinelibrary.com/journal/jae

The proliferation of cell phone accounts is one of the primary factors underlying the increased
demand for the firm’s mainframe services over this period.

This paper offers two unique contributions in terms of methodology. First, it introduces a
stochastic optimal investment model that explains replacement and upgrade actions and applies
it to technologically deteriorating systems. Heretofore, there has not been a model capable of
explaining firms’ investment behavior regarding the replacement and upgrade of technologically
depreciating systems. Based on the unique features of computer systems, especially technological
depreciation, I develop a stochastic dynamic programing (DP) model to determine whether the
facts about investment behavior resulting from this empirical analysis can be rationalized as an
optimal investment strategy for the firm.

Second, this is the first study to apply a nonlinear least squares–nested fixed-point algorithm
(NLS-NFXP), which is a combination of the nested fixed-point algorithm and the parametric
approximation method to a high-dimensional fixed-point problem as an estimation technique.
The parametric approximation method, which is used to solve the DP problem, greatly reduces
the computational burden of solving the infinite-horizon version in which decisions are taken
at monthly intervals. This method also allows the two key state variables–current demand and
the price per unit of new capacity–to assume a continuum of possible values. It also converts
the contraction fixed-point problem into a nonlinear least squares problem. The acceleration in
solution time, compared with standard methods by the discretization of state space, is sufficiently
large to make it feasible to estimate the unknown parameters of the model based on maximum
likelihood.

This paper also makes unique empirical contributions. I use a new and unique dataset of
computer investments by one of the world’s largest telecommunications companies. The data
provide evidence that the firm’s replacement and upgrade behaviors fully reflect the technological
depreciation of its computers.

Using the estimated model, I am able to predict how investment in installed mainframe capacity
would have changed in the absence of Moore’s law. The model predicts that, if the cost and quality
of mainframe computers were held fixed at their 1989 values, installed mainframe capacity would
have increased by approximately 11- to 13-fold (depending on the type of system analyzed), in
response to the sevenfold increase in demand over the decade of the sample. On the other hand,
if we hold the demand for computing services fixed at their 1989 values, the model predicts that a
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large drop in per unit costs of mainframe computers (a result of Moore’s law) would have resulted
in a 17- to 21-fold increase in installed mainframe capacity. When we account for both cost and
demand factors simultaneously, the model accurately predicts the huge 30- to 33-fold increase in
mainframe computer capacity over this decade.

The paper is organized as follows: In Section 2 I present a summary of related research.
Section 3 explains the data and explanatory facts of the data. In Section 4 I present the formal
analysis, developing a stochastic dynamic programming model to determine whether the stylized
facts regarding replacement and upgrade behavior can be rationalized as an optimal investment
strategy for this firm. In Section 5 I estimate the model using NLS-NFXP. I then conduct several
simulations to illustrate the estimation results. Section 6 provides some concluding remarks.

2. SUMMARY OF RELATED RESEARCH

Previous research on systems replacement has focused on the replacement of bus engines (Rust,
1987) and aircraft engines (Kennet, 1994). Rust’s (1987) seminal work on systems replacement
provides a general template for approaching this topic. He does this by formulating a regenerative
optimal stopping model for bus engine replacement to describe the behavior of the superintendent
of maintenance at the Madison Metropolitan Bus Company. The proposed optimal stopping rule
is a strategy for deciding when to replace current bus engines, and is given as a function of
observed and unobserved state variables. Rust (1987) provides a general framework that can be
used to analyze replacement behavior in various fields. In fact, it is the first research that uses a
‘bottom-up approach’ for modeling replacement investment. Second, the paper develops a nested
fixed-point algorithm for estimating dynamic programming models of discrete choices. It should be
emphasized, however, that computers differ from those regarding engines in several respects. First,
the major forces that drove large increases in mainframe capacity over this period are completely
different from those for bus and aircraft engines. While bus and aircraft engines are replaced
because of physical depreciation, natural wear and tear or mechanical failure, computer systems
are usually replaced as a result of technological depreciation. Research on engine replacement
demonstrates that the primary reason for replacing engines is to prevent future failure, with
capacity improvement only a secondary reason. As a result, the state variables in research on
engine replacement are the hours of operation and the history of engine shutdowns, which are
both measurements of physical depreciation. In contrast, though the prevention of future failure
can be a reason to replace or upgrade computer systems, the main reasons would be to improve
performance and meet the service demands. In case of computer systems, replacement resulting
from physical depreciation accounts for a relatively small fraction of replacements. Thus the
physical depreciation of state variables mentioned above for engines may not be appropriate in a
model of computer systems replacement.

Second, upgrading is an alternative to replacement when attempting to improve computer
performance. In the case of bus or aircraft engines, there is no upgrade choice.1 For computer
systems, upgrading is sometimes a better choice than replacement. Therefore, the replacing of
computer systems requires a more complicated decision process than replacing engines. With a
computer system, the possible decisions are whether to replace it, upgrade it, buy an additional
system, or keep the current system as it is. These are the main choices. Based on these main
choices, there is a separate set of sub-choices. For example, a replacement decision requires

1 Some people might consider engine maintenance for better performance to be an upgrade choice. However, I assume
that engine maintenance is a ‘do nothing’ form of behavior since, due to the nature of engines, it is difficult to achieve
improved engine performance without replacing it.
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subsequent choices regarding the capacity and/or brand of the new computer system. This system
of decision making can be described using a multiple discrete-choice model.

There are several potentially important factors that are unique to the replacement decisions
regarding mainframe computer systems, including the introduction of new software,2 system
services provided by vendors,3 and fleet replacement.4 Despite the aforementioned differences
between replacement of engines and computers, the algorithm developed by Rust is very useful
in solving problems that typically arise in investigating replacement behavior, and the results of
his paper have been widely applied since its publication.

Despite its significant role in replacement research, Rust’s model was not intended for computer
systems. There have been, however, several articles related to investment in computer systems,
namely Hendel (1999) and Greenstein and Wade (1997). Hendel presents a multiple–discrete-
choice model for the analysis of differentiated, durable goods undergoing a continuous process
of technological change. Hendel develops a model of PC purchasing behavior to deal with the
multiple–discreteness of PC demand; firms spreading their purchases over various brands of
computers through block purchases. Hendel’s model, combined with his new data on PC holdings,
permits demand estimation at the micro level. The model is very useful in explaining the optimal
replacement behavior with regard to PCs, since block purchasing is one of the most important
features of PC replacement.

Greenstein and Wade (1997) investigate the product life cycle in the commercial mainframe
market. In particular, they examine the entry and exit behavior of mainframe computers in the
market using the hazard and Poisson models. The hazard model is used to estimate the probability
of product exit, while the Poisson model is used to estimate the probability of product introduction.
Additionally, this paper indicates many important market structures which may cause the entry
or exit of products, including cannibalization, vintage and degree of competitiveness. A series of
articles by Bresnahan and Greenstein (1997 and 1999) investigate the structural changes in the
mainframe computer market with regard to technological changes.

The literature regarding investment in computers does not deal with the demand-side factors
influencing the replacement of computers. Greenstein and Wade (1997) and Bresnahan and
Greenstein (1999) focus on the supply-side behavior of computer markets, while this study of the
replacement of computer systems is based on demand-side choices. Hendel focuses on demand-side
choices in purchasing decisions regarding personal computers, where brand choice is an important
decision. My data on mainframe computer investment decisions, including both replacement and
upgrade decisions, suggest that when firms replace their current mainframe computer systems
they tend to keep the same brand, since that makes it easier to obtain service. Thus my model
disregards brand choice.5 Like Hendel, we still form the model implicitly as a multiple–discrete-
choice model. Actual replacement decisions are based on the current stock of computer systems.
There are various tasks performed by the firm, and each task requires a fixed number of mainframe
computer systems. Thus an aggregation of tasks of the firm and replacement choices over these

2 The introduction of new software, such as a new operating system (OS), is one of the main reasons to replace computers,
since a new OS may require a more advanced system or larger capacity to work properly. For example, each new OS has
a minimum requirement for the computer’s hardware specifications and this minimum requirement tends to increase over
time, as newer operating systems become available.
3 Unlike engine replacements, service support by vendors may play an important role in computer replacement decisions.
Since vendors usually do not support old systems without an additional service contract, maintaining old computer systems
may be more costly than replacing them with new computers
4 We may examine to what extent mainframe replacement behavior is carried out individually versus on a ‘fleet
replacement’ basis due to the costs of training administrative staff. In many cases, block purchases of new computers can
benefit the firm in the form of a quantity discount. These features can be considered in a future extension as richer data
become available.
5 This assumption can be relaxed in future research.

Copyright  2010 John Wiley & Sons, Ltd. J. Appl. Econ. 26: 122–150 (2011)
DOI: 10.1002/jae



MAINFRAME COMPUTER INVESTMENT 127

aggregated tasks can be viewed as choice of the number of computers. The simultaneous choice
for replacement timing is accompanied by a choice regarding the aggregated tasks.

3. THE DATA

3.1. Summary of the Data

I have obtained data from one of the largest telecommunications companies in the world. The
company handles over 60% of all telephone services in its particular market. It also offers several
other telecommunication services, including cellular PCS (Personal Communications Service),
Internet, cable and satellite communication services. As of 1998, the company had 864 hosts
(including workstations) and about 39,000 PCs. These hosts and PCs are spread out across 400
regional headquarters and regional offices. All regional headquarters operate independently and
own their computer systems, and there is some difference in terms of computer capacity across
these offices. In most cases, each regional headquarters independently makes decisions about the
maintenance of and investment in its mainframe computers.

The computer systems in this company can be divided into two categories according to their use:
(i) research and (ii) management and/or delivering services. Since computers used for research
use are purchased and replaced on a project basis, their maintenance activities do not reflect
technological depreciation.6 In this paper, I consider only those computer systems used for
management or delivering services. I also do not include the replacement of PCs in my model, since
in PC replacement there is no upgrade activity, but rather only block purchases or replacements.

The time frame of the dataset starts in 1989 and ends in 1999. The data prior to 1989 are
incomplete, though some computer systems have a history starting as early as 1977. For the
1989–1999 period, I have the full history of upgrades and replacements for 105 of the company’s
computer systems. The data consist of purchase dates, purchase prices, specifications, upgrade
and replacement dates, upgrade and replacement prices, and other details on each replacement or
upgrade such as system specifications. Monthly data on the firm’s number of customers are also
available.

Price data for CPU, hard drive, memory and other hardware were obtained from several computer
databooks,7 online computer resources8 and manufacturers’ web sites.9

3.2. Exploratory Investigation of the Data

I divided all computer systems in the sample into two categories based on their CPU benchmark
standards, which are Transaction Processing Council (TPC) standards and Million Instructions
per Second (MIPS) standards.10 Different mainframe computers in the company report only one
of the two standards. Since my dataset consists of various computer systems and dates, I divide
computer systems into different task groups within each standard for the following two reasons.
First, if the company previous had a MIPS type computer to do a certain task, when a replacement
decision was made, it is assumed to always replace a MIPS computer with a new computer using
the MIPS standard. Thus, once a certain system’s brand is designated as serving a given task,

6 Mainframe computers used for research use have a finite horizon with regard to research projects. My model assumes
an infinite horizon.
7 SIA annual data books.
8 CNET.com, ZDnet.com, PC World, etc.
9 Intel, AMD, MIPS, TPC, SUN, Motorola, Honeywell, Fujitsu, Unisys, Tandem, Samsung, Micron, Seagate, IBM, etc.
10 Currently, the MIPS standard is in the process of being merged into the TPC standard, which includes transactions per
minute (TPM) and transactions per second (TPS).
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later replacements are from the same, or similar, system brand. Second, it is very difficult to
convert the MIPS standard into the TPC standard. The total sample consists of 48 MIPS and
57 TPC standard mainframe computer systems. All mainframe computer systems are associated
with specific tasks. For example, MIPS standard mainframe computers perform the following
tasks: billing development, billing management, general management, new customer info-system
and super high-speed printing tasks. TPC standard computer systems perform business information
management, customer development, total document, pre-billing, line management and material
information tasks.

Table I illustrates the average, minimum and maximum costs of three activities–new purchase,
upgrade or replacement–in terms of the two CPU standards. As expected for both standards, the
cost of upgrade is less than the cost of a new purchase or replacement. According to computer
industry databooks, the cost per unit capacity decreases over time. If, for example, the cost in the
base year of 1982 was 100, then it was only 1 in 1998. Based on this information, the firm has
increased the capacity of its computer systems tremendously, since the average price of replacement
is the same or higher than the average costs of outright new purchases. This phenomenon can also
be confirmed in the several computer industry databooks, which show that the cost of high-end
computer systems, such as mainframe computers, has not decreased, and that they have in fact
slightly increased over time. Figure 3 illustrates upgrade and replacement schedules associated
with several of the important tasks mentioned above.

The other striking fact from Table I, Figure 3 and my available data is that the firm restricted
itself to replacing mainframes with new, higher-capacity mainframes, rather than choosing to buy
multiple higher-powered workstations.11 This phenomenon seems to be a puzzle, since other firms
in the IT industry were substituting away from mainframes to workstations over this period.
One explanation for this empirical puzzle is that there is some degree of hardware/software
complementarity. In other words, the firm has little choice but to replace mainframes with
mainframes because of the large personnel switching costs involved in retraining the company
employees to use other software that could more easily integrate different types of computer
hardware platforms.12

The intervals between replacements are generally much longer than those between upgrades. The
average intervals between replacements are 49.8 months and 55.7 months for the TPC standard
and the MIPS standard, respectively. The maximum intervals between replacements are 53 months

Table I. Costs for three activities in the sample

Activity Cost MIPS TPC

New purchase Average $572,919.9 $968,191.1
Min. $41,917.7 $20,440.1
Max. $4,893,545.6 $4,633,600.4

Replacement Average $1,082,499.4 $899,340.8
Min. $16,752.8 $14,854.3
Max. $7,160,791.3 $3,377,322.2

Upgrade Average $263,123.9 $435,181.4
Min. $2,645.12 $3,251.5
Max. $3,176,710.1 $2,283,130.1

Note: The reason for the big differences between minimum and maximum costs in the various activities is that the data
consist of a wide variety of computer systems, from those with relatively little capacity to larger-capacity mainframe
computers. This variety results in a significant gap between the two costs.

11 This fact is embedded in the model.
12 I will put aside this puzzle for future research.
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Figure 3. Upgrade and replacement schedule for computers associated with certain important tasks

Figure 4. Frequency distribution of replacements in terms of the computer’s age

and 61 months for the two standards. In 1989, corporate policy restricted the lifespan of mainframe
computers to 6 years. Recently, this was shortened to 5 years, a reflection of the rapid pace of
technological process. Figure 4 shows the replacement frequency of computer systems in the firm.

The other notable fact is that the interval between consecutive actions for computer systems
assigned to certain tasks shortens as the sample progresses.13 Part of this growth was undoubtedly
due to the huge increase in performance and the corresponding drop in the per unit cost of

13 Obviously, there are four combinations of consecutive actions: (i) upgrade–replacement; (ii) replacement–upgrade; (iii)
upgrade-upgrade; (iv) replacement-replacement.
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processing capacity of mainframes, a consequence of ‘Moore’s law’. However, there was also
tremendous growth in the need for computers for billing, account processing and other tasks, due
to the rapid growth in the telecommunications industry over this same time period.

Figure 514 shows that cost per capacity decreases rapidly from 1994 to 1999. The demand for
the services provided by the company also grows tremendously during this period. More frequent
upgrades and replacements are seen from 1995 to 1997, when the demand for services increases
by the greater amounts. After mid 1998 there is very little upgrade/replacement observed, since
demand decreases significantly as a result of the economic recession. Figure 615 shows the trend
of total demand.

The trends in average capacity are illustrated in Figures 7 and 8.16 Both figures show that
capacities increased rapidly from 1994 to 1998, during which time cost per capacity and demand
change rapidly. However, since the reduction in cost per capacity is much larger than the increases
in demand, we would conjecture that the effect of cost per capacity on capacity increases are much
larger than the effect of demand.

The average frequency of upgrades for an individual computer system is 2.3 times. The
maximum frequency of consecutive upgrades is four times. This is because each computer has
limited slots for upgrades. Once the upgrade slots are full, the system needs to be replaced in
order to increase capacity or to meet growing demand. The average frequency of replacements
at each task level is approximately two, though some tasks undergo three or more replacements.
Meanwhile, there are some tasks which do not undergo any replacements.

Figure 5. ‘Real price’ of semiconductors (all values are normalized)

14 Source: SIA Annual Databook.
15 A detailed explanation of the unit of demand is in Section 5.1.
16 In both Figures 7 and 8, the y-axis represents the weighted average of mainframe computer capacity. The three most
important components of computers are the CPU, memory and the hard disk. Each of these three components is weighted
as follows: CPU 0.5, memory 0.25 and hard disk 0.25. These weighted average capacities are then discretized for
simplification. (More details are given in a later section.) These weights were confirmed by several systems administrators
in the company. Figures 7 and 8 show average capacities in terms of MIPS and TPC standards.
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Figure 6. Trend of total demand (all values are normalized)

Figure 7. Trend in capacity (MIPS standard) (all values are normalized)

4. THE MODEL

This section develops a stochastic dynamic programming model in order to explain the observed
pattern of replacement and upgrade observed in the data and to determine whether the pattern can
be explained as an optimal strategy for the firm. The stochastic DP model consists of a vector
of state variables Xt, control variables at, a profit function ��X, a�, a discount factor ˇ and a
Markov transition density p�X0jX, a�, representing the stochastic law of motion for the states of
computer systems. I assume that the state variable Xt can be partitioned into two components:
Xt D �xt, εt�, where xt is an observed state vector and εt is an unobserved state vector. The system
administrator observes both components of Xt, but the econometrician observes only xt. The system
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Figure 8. Trend in capacity (TPC standard) (all values are normalized)

administrator weighs the consequences of various operating decisions given the states of various
computer systems and attempts to perform the best actions. I assume that the result of this decision
process can be summarized by a vector of current net benefits (or costs, if negative) corresponding
to each operating decision.

My final objective is to explain the data by deriving a stochastic process fat, Xtg with an
associated likelihood function L�a1, . . . , an, X1, . . . , Xn, �� formed from the solution to a particular
optimal stopping problem. A simplified discussion of the model for the ‘replacement/upgrade
decision rule’ can be presented as follows. In the absence of the stochastic i.i.d. shocks, the rule
should be an age/cost/demand-dependent threshold rule, e.g. for a given mainframe age, when
demand exceeds an initial threshold there is an upgrade. If demand exceeds a second higher
threshold there is a replacement of the system. Similarly, when the cost per unit to replace a
mainframe computer is sufficiently close to the cost paid for the existing unit, there is inaction,
but when the cost per unit of replacement falls sufficiently far to below the cost per unit paid a
replacement occurs.

4.1. Choice and State Variables

Suppose that, in every month of the year, a system administrator investigates the status of each
computer system and decides whether to upgrade it, replace it or keep it. Thus the choice
set is At D f0, U, 1g, where (at D 0) represents keeping the system unchanged, (at D U) is an
upgrade, and (at D 1) is a replacement of the system. When the choice is to replace, the system
administrator needs to choose the capacity of the new system, i.e. there are n sub-choices of
capacities, K1, . . . , Kn. Each Kr , where r D 1, . . . , n, is a capacity choice for replacement.

The final choice set is as follows: a: A D f0, U, K1, . . . , Kng, i.e. keep D 0, upgrade D u and
replace D �K1, . . . , Kn�.

I assume that two state variables–the capacity and the age of a current computer system–are
discrete. Two continuous variables are also included: the demand for services and the cost per
capacity in the computer market.
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The observed state set in the model is x: xt D fdt, kt, gt, ctg, where dt D demand for service
provided by each mainframe, kt D current capacity of the computer system, gt D age of each
computer system and ct D real cost per capacity, which is determined by the market for computer
capacity. The two state variables gt and kt explain internal states of computers, while dt and ct

represent external states of the computer systems.
The aggregate demand for the firm’s services, Dt, consists of the sum of the individual demands,

dt,j, with dt,j D �jDt, where dt,j is the demand for a task j at time t, where 0 < �j < 1.17 In
order to calculate a fraction �j, for a demand, dt,j, that a specific task serves, I sum the capacities
of all computer systems at time t and assume that a proportion of the capacity of a certain system
corresponds to the fraction of the demand for the system.18 The aggregate demand for services is
assumed to follow an AR(1) process, i.e. ln�Dt� D ˛ C � ln�Dt�1� C �t with � ∼ i.i.d. N�0.ω2�.
In our empirical results, we find that j�j < 1 so the demand process is stationary19 and ln�Dt� is

normally distributed with mean ˛
1 � � and variance ω2

1 � �2 .

The real cost per capacity, ct, is bounded below zero and evolves as follows:

ctC1 D
{

υtct with probability 1 � b
ct with probability b

}
�1�

where υt has a truncated normal distribution with mean � and variance �2 with a range of
0 < υt < 1. The parameter b represents a probability of cost per capacity.

Therefore, we have the following probability: p�ctC1 � z j ct� D �1 � b� ð pfυtct � zg C b ð
I�ct � z�.

The age variable, gt, represents the age in months of each computer system. Recall that this
firm has a predetermined rule for replacement based on the age of each system and I keep track
of the age of each system.

4.2. Profit Function

I assume that each mainframe computer system is specifically associated with a certain task.
Further, there is exactly one computer system per task. Also, the purchase of additional computers
as an alternative to replacement is prohibited.20 For example, the UNISYS 1100/72H2 mainframe
usually works for the billing development task, the IBM RS/6000 SP system serves the marketing
support task, and the DIGITAL AlphaServer 2100 4/275 is assigned to the line management task.
In fact, these systems serve their own specific tasks by themselves. Furthermore, when the firm
should replace these systems, the firm usually replaces them with the same series as the original
systems. Therefore, it is appropriate to assume that each computer’s profit is the same as its
corresponding task’s profit.

The profit function for any individual task, ��dt, kt, gt, at, �1� is as follows:

��dt, kt, gt, at, �1� D R�q�kt, gt�, dt, B, �1, at� � C�kt, gt, dt, ct, �1, ε� �2�

17 In fact, I observe only Dt, not dt,j.
18 Thus I have �j D kt,j∑

i

kt,i
.

19 If telecommunications follow the typical S-curve of diffusions, eventually demand flattens out (and thus becomes
stationary) even though initially at the beginning of the diffusion of the technology (e.g. cell phones) the demand is
growing rapidly. If the initial condition for this process is not from the ergodic distribution, the actual process for demand
will not be stationary, but will asymptotically converge to a stationary process.
20 This is based on what I observed from the data.
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where R�q�kt, gt�, dt, �1, B, at� is a revenue function and C�kt, gt, dt, ct, �1, ε� is a cost function.
Adjusted capacity at time t, q�kt, gt�, is represented in the revenue function as a function of
capacity kt and age variables gt. This adjusted capacity illustrates how capacity contributes to the
revenue function. For example, the contribution of capacity to profit will decline as a computer
gets old. B in the revenue function is a shadow price, which can be interpreted as an average rate
of use of a certain computer. This can be calculated as (total demand)/(total capacity) at each time
period. The �1 in the revenue and cost functions represents a set of unknown parameters.

kt, which is the capacity at time t, in both revenue and cost functions has the following form

depending on choices at, such as kt D
{ kt�1 at D 0

kt�1 C h at D U
Kr at D Kr

}
, where at is the decision at time t

and h is a capacity increase by upgrade, with h D 1, 2. I limit the h to 1 or 2 because, as discussed
earlier, there is a limit for upgrades. One example of this is the limited availability of upgrade
slots in mainframes. When there is a replacement, the new mainframe has a new capacity Kr ,
which is different from and superior to both kt�1 and kt�1 C h.

The revenue function can have either a flexible or a restrictive functional form. The flexible
functional form is B ð F�q�kt, gt�, dt, �1, at�, where the function F can be linear, a square root,
quadratic, cubic21 or a mixed form. The restrictive form is the ‘minimum’ function, G, such that
R�dt, kt, gt, �1, B, at� D B ð G�min�q�kt, gt�, dt�, gt, dt, �1, at�. The intuition behind a minimum
function is that each mainframe computer system operates with the minimum capacity necessary
to meet the current demand for its task.

The cost function has the following structure, dependent on the available choices:

C�kt, gt, dt, ct, at, �1, ε�

D
{ m�dt, kt, gt, �1� C ε�0� at D 0

m�dt, �kt � h�, gt, �1� C UC��kt � kt�1�, ct, �1� C ε�U� at D U
F�kt, �1� C r�kt, ct, �1� � s�kt�1, ct, �1� C ε�Kr� at D Kr

}
�3�

In the cost function, m�dt, kt, gt, �1� at at D 0 represents a maintenance cost for ‘keep’ and
‘upgrade’ decisions, since each mainframe computer system should receive regular maintenance
to perform its task without interruption. UC��kt � kt�1�, ct, �1� in the cost for upgrade decision
illustrates an upgrade cost for new capacity. In the case of a replacement cost function, F�kt, �1�
and r�kt, ct, �1� at at D Kr are the fixed cost of replacement and a variable replacement cost
respectively, while s�kt�1, ct, �1� is the value of a scrapped computer. It is this firm’s policy to
assume that any scrapped computer systems have no resale value. This is, in fact, not the case
since these systems maintain a small resale value on the open resale market. Since s�kt�1, ct, �1�
is included in the cost function, it is expected to have a negative sign. I assume that there is no
maintenance cost for replacement.

I incorporate unobserved state variables, ε�a�, by assuming that unobserved costs fε�0�, ε�U�, ε
�Kr�g,22 follow a specific stochastic process, which is an i.i.d. multivariate extreme value
distribution, i.e. q�εjX� D j2A�X� expf�ε�j�g expf� expf�ε�j�gg.
21 Table III.
22 ε�0� is an unobserved cost of keeping a computer system, such as a managerial cost to prevent systems failures, a
cost for service contracts, or certain other tolerance costs resulting from not replacing or upgrading. A positive value
for ε�0� could be interpreted as unobserved system overload, which indicates that a corresponding computer system
should be upgraded or replaced. Alternatively, a positive ε�0� could represent the expiration of a service contract or
an unobserved component failure that requires the corresponding computer to be repaired. A negative value of ε�0�
could be interpreted as a report from a system administrator that a computer system has enough capacity to cover the
current demand and is working smoothly. ε�U� is an unobserved cost associated with upgrading computer systems. A
negative value of ε�U� could indicate that an upgraded computer system has plenty of upgrade slots, and that there are
enough computing components to upgrade, whereas a positive value could be interpreted as the corresponding computer
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4.3. Bellman Equation and Likelihood Function

The optimal value function V� for each task is defined by V��x, ε� D max
a2A

[��xt, a, �1� C εt�a� C
ˇEV��xt, εt, a�], where EV� D ∫

y

∫
� V��y, ��p�dy, d�jxt, εt, a, �0�.

Then, as an optimal policy rule, a stationary decision rule is defined as

at D z�xt, εt, �� :D arg max
a 2 A�xt�

[��xt, at, �� C εt�a� C ˇEV��xt, at, εt�] �4�

and z�xt, εt, �� is the optimal control.

4.3.1 Markov Transition Probability
I follow Rust (1987) in making the standard simple assumption that the transition probability
ϕ can be factored as ϕ�xtC1, εtC1jxt, εt, at, �0� D p�xtC1jxt, at, �0�q�εtC1jxtC1�, which Rust calls
a ‘Conditional Independence Assumption (CI)’, where �0 is a vector of unknown parameters
characterizing the transition probability for the observable part of the state variables. From the
setup of choice variables, �0 is defined as �0 D fa, �, �, �, bg.

In order to reach p�xtC1jxt, at�, I assume that all state variables are independent of one another.
Therefore, p�xtC1jxt, at� D p�x1

tC1jx1
t , at� ð p�x2

tC1jx2
t , at� ð p�x3

tC1jx3
t � ð p�x4

tC1jx4
t �, where x1

t D
kt, x2

t D gt, x3
t D dt and x4

t D ct.
However, because of the assumption that deterministic evolution of capacity and age variables

depends on replacement choices, I can focus only on p�dtC1jdt� and p�ctC1jct�.

4.3.2 Policies of the Actions
With this assumption of ε, we can rewrite V� as follows:

V��x, a� D
{

��x, a, �� C ˇ
∫

y
� log


 ∑

a02f0,U,K1...Kng
exp[���y, a0, �1� C ˇEV��y, a0��/�]


 p�dyjx, a, �0�


 �5�

where � is a standard deviation of εt.
Conditional choice probabilities P�atjx, �� are then given by

P�a D 0, keepjx, �� D expf���x, �1, a D 0� C ˇEV��x, a D 0��/�g∑
a0

exp[���x, a0, �1� C ˇEV��x, a0��/�]
�6�

P�a D U, upgradejx, �� D expf���x, �1, a D U� C ˇEV��x, a D U��/�g∑
a0

exp[���x, a0, �1� C ˇEV��x, a0��/�]
�7�

P�a D Kr, replacejx, �� D expf���x, �1, a D Kr� C ˇEV��x, a D Kr��/�g∑
a0

exp[���x, a0, �1� C ˇEV��x, a0��/�]
�8�

system having a limited number of upgradeable slots. ε�Kr� is also interpreted as an unobserved cost when the action
of replacement occurs. A positive value for ε�Kr� could be interpreted as a price increase of a backup system during a
replacement period, whereas a negative value could be interpreted as a price decrease of a backup system. I am unable to
identify these unobserved costs in this dataset. I have also implicitly assumed that the stochastic processes fxm

t , εm
t g are

independently distributed across different computer systems, m, except for the two state variables demand for services,
dt and cost per unit capacity, ct.
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4.3.3 Log-Likelihood Function
We then have the two partial log-likelihood functions at time t as follows:

L1
t D ln�P�atjxt, ��� and L2

t D ln�p�xtjxt�1, �0�� �9�

where L1
t is a log-likelihood function of the conditional-choice probability and L2

t is a log-likelihood
function of the transition probability. Thus we have the total log-likelihood function as follows:

L�a1, . . . , aT, x1, . . . , xTjx0, a0, �� D
T∑

tD1

ln�P�atjxt, ��� C
T∑

tD1

ln�p�xtjxt�1, �0�� �10�

5. ESTIMATION

The general method to solve the fixed-point problem is a discretization of observed state variables.
When the observed state variable is continuous, the required fixed point is in fact an infinite
dimensional object. Therefore, in order to solve the fixed-point problem, it is necessary to discretize
the state space so that the state variable takes on only finitely many values. But there are limits
regarding this method: (i) ‘curse of dimensionality’; (ii) the limits it places on our ability to
solve high-dimensional DP problems. However, the discretization method may not be applicable
to computer replacement research to solve the fixed-point problem, because the aforementioned
problems seriously affect the calculation time of a nested fixed-point algorithm, because the nested
fixed-point algorithm uses the fixed-point algorithm outside of the maximum likelihood estimation.

Instead, we use the parametric approximation,23 which parametrizes the value functions with
state variables, which is a practical, efficient and numerically stable method for estimating
certain structural models lacking closed-form solutions with high-dimensional state space. After
incorporating the parametric approximation, which eliminates the need to discretize the continuous
state variables, the estimation requires the nested fixed-point algorithm. This algorithm is intended
to find parameters that maximize the likelihood functions subject to the constraint that the
function EV� is the unique fixed point. This estimation procedure can be called a nonlinear
least squares–nested fixed-point estimation (NLS-NFXP).

The revenue and cost equations were estimated with both restrictive and flexible functional
forms. To be more precise, one restrictive functional form and several flexible functional forms
were estimated; linear, square root, quadratic, cubic and mixed forms. Among these functional
forms, the cubic form gives the best estimation results. In fact, all additional terms, from linear
to quadratic, and from quadratic to cubic forms, are statistically significant at the 95% confidence
level.

The parameters for state variables, �0, and parameters for revenue and cost functions, �1, are
estimated separately. First, the parameters for state variables are estimated. Estimates of �1 are
calculated based on these estimates of �0.

5.1. Nonlinear Least Squares–Nested Fixed-Point Estimation

The estimation procedure by NLS-NFXP is a two-step procedure. First, outside of the system, �0,
parameters for state variables are estimated separately from the structural parameters; next, inside
of the system, the structural parameters �1 are estimated by the nested fixed-point algorithm.

23 Further information regarding the parametric approximation can be provided on request; alternatively, it may be found
at http://plaza.snu.ac.kr/ sungcho/
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In other words, inside of the maximum likelihood estimation the above nonlinear least squares
estimation (NLS) is performed and fixed points, EV�, are calculated. Based on the fixed points,
the maximum likelihood estimation is performed.24

5.1.1 Results of Estimation

Parameters for demand and cost per capacity. For simplicity, I estimate the parameters
�0 D f˛, �, �, �, bg, which govern the transition probabilities for demand and cost per capacity
separately from the parameters of the profits function. As I mentioned earlier, an individual
demand, dt,j, for a task j is a fraction of aggregated demand, Dt, such that dt,j D �jDt. In
order to calculate a fraction �j, I sum all the capacities of the computer systems at each time t
and assume that a proportion of the system’s capacity corresponds to a fraction of the system’s
demand. The parameters for Dt are estimated by maximum likelihood estimation.

The parameters of cost per capacity, ct, are obtained by the maximum likelihood estimation
method.25 Table II presents the estimation results for Dt and ct.

Structural estimates of revenue and cost functions. Tables V and VI are the results of a structural
estimation in terms of the cubic functional forms in Table III.26 The tables report the structural
parameter estimates computed by maximizing the likelihood function L1

f in equation (9) using
the nested fixed-point algorithm. I present structural estimates for the unknown parameters for
the cubic specifications suggested in Tables V and VI.27 The estimation results for ˇ D 0.99928

correspond to a dynamic model in which the present value of current and future profit streams is
maximized by the investment decisions of the firm.

Most parameters of the revenue and cost functions are estimated precisely and have the expected
sign. In Table VI parameters �42, �43 and �44 (except the constant term) of the revenue function
for scrapped computers are insignificant at the 95% level in several functional forms. This can
be explained by two possible factors. First, the proposed functional form could be misspecified.
Second, any scrapped computer has a constant lump-sum value regardless of its remaining capacity.
According to several interviews with system administrators of the firm, the second assumption
seems more reasonable, since the firm does not care about the value of scrapped computer systems,
and they in fact donate old, replaced computer systems to charity.

Table II. Parameter estimates for state dt and ct

dt ct

Parameters Estimate Parameters Estimate

˛ 1.0229 (0.128) b 0.759 (0.094)
� 0.9405 (0.038) � 9.127 (0.065)
ω2 0.0245 (0.005) �2 8.794 (0.017)
Likelihood �42.837 Likelihood �51.237
Obs. size 62 Obs. size 62

Note: Standard errors in parentheses.

24 The Berndt, Hall, Hausman and Hall (BHHH) algorithm is used, along with numerical derivatives.
25 The log-likelihood function of ct is L2

f�c1, . . . , cTj�0� D
T∑

tD1
ln�P�ctjct�1, �0��.

26 I also estimated a structural estimation for the ‘minimum’ function as a restrictive functional form.
27 When I tried the estimation additionally with ˇ D 0.99 and ˇ D 0.95, there was no distinguishable difference.
28 I fix ˇ D 0.999

Copyright  2010 John Wiley & Sons, Ltd. J. Appl. Econ. 26: 122–150 (2011)
DOI: 10.1002/jae



138 S.-J. CHO

Table III. Cubic functional forms used in the model as a flexible form

Specifications

Revenue
Keep �11 C �12�q�ft�k, at�, gt, �35� ð dt ð �� C �13�q�ft�k, at�, gt, �35� ð dt ð ��2

C�14�q�ft�k, at�, gt, �35� ð dt ð ��3

Upgrade �21 C �22�h ð � ð dt� C �23�h ð � ð dt�2 C �24�h ð � ð dt�3

�25�q��ft�k, at� � h�, gt, �35� ð � ð dt� C �26�q��ft�k, at� � h�, gt, �35�, gt� ð � ð dt,j�2

C�27�q��ft�k, at� � h�, gt, �35� ð � ð dt�3

Replacement �31 C ˛32�ft�k, at� ð � ð dt� C �33�ft�k, at� ð � ð dt�2 C �34�ft�k, at� ð � ð dt�3

Cost
Keep I�ft�k, at� ½ dt�f�51 C �52�ft�k, at� ð mt� C �53�ft�k, at� ð mt�2 C �54�ft�k, at� ð mt�3g

CI�ft�k, at� < dt�f�51 C �52�ft�k, at� ð mt� C �53�ft�k, at� ð mt�2

C�54�ft�k, at� ð mt�3 C �55�l ð �dt � q�ft�k, at�, gt, �35��
C�56�l ð �dt,j � q�ft�k, at�, gt, �35��2 C �57�l ð �dt � q�ft�k, at�, gt, �35��3g

Upgrade �61 C �62�ft�k, at� ð mt� C �63�ft�k, at� ð mt�2 C �64�ft�k, at� ð mt�3

C�65�ct ð ft�k, at� ð cp� C �66�ct ð ft�k, at� ð cp�2 C �67�ct ð ft�k, at� ð cp�3

Replacement �71 C �72�cp ð ft�k, at�� C �73�cp ð ft�k, at��2 C �74��ct ð cp� ð ft�k, at��
C�75��ct ð cp� ð ft�k, at��2 C �76��ct ð cp� ð ft�k, at��3

Scrap �41 C �42��kt ð ct�� C �43��kt ð ct��2 C �44��kt ð ct��3

Notes:
cp is a scale parameter for cost functions from calibration (cp D 2.013); mt is a unit maintenance cost which is increasing
with gt , such as mt D m�gt, �81� D �81 ð p

gt.
The assumptions imposed on these functional forms, f1�kt, gt, rm� and umt are due to the large number of unknown
parameters. These assumptions for f1�kt, gt, rm� and umt can be released in further research.
Flexible form. Table III shows cubic functional forms of profit and cost functions of the firms associated with keep,
upgrade, replacement and scrap decisions.
q�ft�k, at�, gt, �� illustrates how capacity contributes to the revenue functions, such as an adjusted capacity. For example,
the contributions of capacity will decline as the computer gets old. However, in the revenue function for replacement, the
replacement capacity Kr will fully contribute to the revenue function for replacement. q�ft�k, at�, gt� is assumed to be a
simple function which is increasing in ft�k, at�, and decreasing in gt , such as q�ft�k, at�, gt, �� D ��35 ð ft�k, at��/

p
gt.

� is components of a set of unknown parameter, �1, which is a measure of unit value for telecommunication services the
firm provides. Also, it can be interpreted as an average value of unit demand for aggregated services. l, as a component
of �1, is a unit labor charge per capacity in order to compensate for the shortage of the current adjusted capacity,
�dt � q�ft�k, at���. When demand exceeds the current capacity, the firm usually hires more labor to make up the shortage
of the amount of [l ð �dt � q�ft�k, at���].

Figures 9–1229 show the three policies (keep, upgrade and replace) and their profit functions,
plotted against various costs per capacity, in the case where demand is lower than the current
capacity with age fixed. In Figures 9 and 10 the profit functions of upgrade fall slightly, as cost per
capacity increases due to the amount of upgrade. However, since replacement requires changing
the current system as a whole, the cost of replacement will increase tremendously as cost per
capacity increases. Thus, as cost per capacity increases, the likelihood of replacement falls and
eventually reaches zero. When the cost per capacity is high enough, the best choice for keeping
up with current demand becomes the choice of upgrade. Figures 11 and 12 show the same profit
functions for older computer systems. As the computer gets older, replacement becomes preferable
to upgrade. However, as cost per capacity increases, the probability of replacement falls and the
probability of upgrade rises, making it the best choice.

Figures 13–16 show the three polices (keep, upgrade and replace) and three profit functions of
old computer systems at various levels of demands for the system’s tasks, with capacity and cost per
capacity fixed. In Figures 13 and 14, as demand increases the profit functions for keep, upgrade
and replacement are expressed as smoothly increasing curves. However, each policy behaves

29 All figures are based on estimated parameters for cubic functional forms.
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Table IV. Explanation of a set of parameters, �1 in Table III

Parameters �1 Function Verification of parameters

Revenue
�11, �12, �13, �14 Keep Revenue from old components
�21, �23, �23, �24 Upgrade Revenue from upgraded components
�25, �28, �27 Upgrade Revenue from old components
�31, �32, �33, �34 Replacement Revenue from new components
�35 Keep, upgrade Adjusted capacity, q�f�k, a�, gt, ��
� All An average value of unit demand

Cost
�41, �42, �43, �44 Scrap Scrapped value of computer
�51, �52, �53, �54 Keep Maintenance cost for keep
�55, �56, �57 Keep Make up cost for shortage
�61, �62, �63, �64 Upgrade Maintenance cost for upgrade
�65, �66, �67 Upgrade True upgrade cost
�71, �72, �73 Replacement Fixed costa

�74, �75, �76 Replacement Variable costb

�81 Keep, upgrade Unit maintenance cost for keep and upgrade, m�gt, �81�
l Keep Unit labor charge per capacity

a Fixed cost for replacement is invariable with respect to cost per unit capacity.
b Variable cost for replacement is variable with respect to cost per unit capacity.
Table IV explains the detail of a set of parameters, �1 associated with Table III.

differently. Until the point where the capacity is slightly above current demand, the choice of
‘keep’ is more likely to occur with decreasing likelihood. Beyond the point of current demand
‘upgrade’ will be more likely to occur for maximization of profits if the system is relatively new.
However, for a relatively old system the choice of replacement outperforms the choice of upgrade
and thus replacement is more likely to occur. Figures 15 and 16 show how cost per capacity
affects the profit functions and policy rules. When cost per capacity is higher (Figures 15 and 16),
upgrade becomes the most profitable choice for more levels of demand than when costs are lower.
However, this situation changes when demand is much greater than current capacity.

5.2. Simulation Based on Estimation Results

Based on the estimated parameters, several simulations are performed to generate simulated data for
comparison with real data. I simulate the life of a computer system in order to examine decisions
regarding upgrade and replacement. In order to investigate the frequencies of replacement and
upgrade, all computer systems of the firm–not just one–are simulated. However, when examining
capacity evolution, the whole life of a certain task is simulated. The actual decision process is
assumed to have randomness, i.e. any decision may be made, even though there is a most profitable
choice among the three options in each period.

Frequency of upgrade. Figure 17 compares simulated data and actual data in terms of frequency
of upgrade for computers at various ages. Generally, the shape and tendency of upgrade frequency
resemble each other. Most upgrade activities occur approximately between 1.5 and 2 years of
age and at 3.5 years of age. There are two reasons for this. First, according to Moore’s law,
computer processing capacity doubles every 18 months. Therefore, by upgrading its computer
systems, the firm makes continuous efforts to keep up with technological progress in order
to lower its operating costs. Second, the firm expands its services in order to meet rapidly
growing demand through more frequent upgrades. The two humps in the frequency of upgrade
can be intuitively explained in the model. When the firm purchases a new mainframe, each
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Table V. Structural parameter (�1) estimates for flexible form (cubic) (ˇ D 0.999)

Revenue MIPS TPC

Function Parameters Estimate SE Estimate SE

Keep �11 13.209 (2.125) 12.031 (1.045)
�12 1.446 (0.028) 1.746 (0.294)
�13 1.813Ł (1.147) 1.659 (0.314)
�14 1.124 (0.235) 1.056 (0.125)

Upgrade �21 13.774 (1.238) 12.256 (1.001)
�22 1.114 (0.136) 1.573 (0.354)
�23 1.901 (0.243) 1.817 (0.347)
�24 1.298 (0.021) 1.169 (0.185)
�25 1.741Ł (1.045) 2.001 (0.019)
�26 0.589 (0.002) 1.035 (0.147)
�27 2.184 (0.029) 3.206Ł (3.267)

Replacement �31 12.203 (1.562) 12.322 (1.511)
�32 2.301 (0.037) 2.540 (0.124)
�33 1.037Ł (0.772) 1.163Ł (1.217)
�34 3.321 (0.056) 3.776 (0.194)
�35 1.024 (0.014) 1.109 (0.037)
� 3.524 (0.002) 3.167 (0.351)
Ba 0.887 (0.031) 0.965 (0.019)

Ł Not significant at 95% level.
a The shadow price B was calculated separately.

new mainframe is expected to last for 5 years, which means, on average, coverage of 14.4%
growth in demand for the firm’s services per year. In the model, each upgrade is restricted to
one or two units of capacity increase, approximately equivalent to a maximum 10% increase
in unit capacity. This firm sets its threshold tolerance levels of computing capacity at 60% of
total capacity for each mainframe. Thus, as time passes, its tolerance level drops as service
demand increases. Usually, after a new mainframe is used for 2 years, the tolerance level
decrease by 20% on average, which is a little higher than threshold. But, with the effect of
a huge reduction in the cost of mainframes, the firm upgrades its mainframe at approximately
2 years to speed up its computing efficiency. Then, at 1.5 or 2 years after each upgrade, the
computing level shrinks to 60% or 50% of capacity, which is equal to or less than the threshold
level (60%). At this moment, the mainframe gets the last upgrade before replacement, which
makes for a maximum of 2 years of use. If we loosen the assumption of upgrade capacity in
the model, the upgrade frequency becomes sporadic. In comparison with the actual data, the
upgrade frequency in the simulated data is slightly higher, but the difference is minimal and
acceptable.

Frequency of replacement. Figure 18 compares simulated data and actual data in terms of
frequency of replacement for various ages of computers. In general, the shapes and trends of
replacement resemble each other. Most replacement activities occur between 4 and 5 years of
age. Even though the frequency of replacement in the simulated data is slightly higher than in the
actual data, the difference is minimal and acceptable. One noticeable fact is that several replacement
activities occur in the period between 1 and 1.5 years of computer age in both datasets.

This situation has two compelling explanations. First, as is evident in Figure 17, computers tend
to be upgraded for the first time at approximately 2 years of their age. However, replacement is
more beneficial to the firm than upgrade in some cases because of costs, efficiency or unexpected
increases in demand for the computer’s services. When those computers require increased capacity,
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Table VI. Structural parameter (�1) estimates for flexible form (cubic) (ˇ D 0.999)

Cost MIPS TPC

Function Parameters Estimate SE Estimate SE

Scrap �41 16.269 (1.649) 17.185 (1.197)
�42 1.532Ł (2.487) 1.683Ł (1.248)
�43 0.191Ł (1.549) 0.252Ł (2.301)
�44 1.245Ł (2.432) 2.421Ł (4.579)

Keep �51 5.102 (1.032) 5.514 (1.154)
�52 1.338 (0.026) 1.514Ł (2.042)
�53 0.254 (0.032) 0.212 (0.061)
�54 0.248 (0.003) 0.401 (0.105)
�55 0.265 (0.063) 0.315 (0.021)
�56 0.951 (0.106) 0.759 (0.015)
�57 0.417 (0.053) 0.699 (0.113)

Upgrade �61 4.008 (0.887) 4.256 (0.984)
�62 0.954 (0.058) 1.023 (0.254)
�63 0.362 (0.032) 0.309 (0.046)
�64 0.304 (0.079) 0.412 (0.094)
�65 0.591 (0.017) 1.254 (0.008)
�66 0.831Ł (0.719) 0.954 (0.124)
�67 1.127 (0.018) 1.551 (0.187)

Replacement �71 4.518 (1.056) 4.341 (0.608)
�72 2.231Ł (1.143) 2.145Ł (1.449)
�73 0.767 (0.014) 0.697 (0.177)
�74 2.732 (0.516) 2.198 (0.397)
�75 1.815 (0.059) 1.254 (0.005)
�76 2.218 (0.218) 1.758 (0.122)
�81 0.998 (0.157) 0.972 (0.201)
l 1.551 (0.059) 2.485 (0.038)

Likelihood �5991.64 �6487.51
Obs. size 5760 6840

Ł Not significant at 95% level.

they are replaced rather than upgraded. Second, the firm tends to replace computer systems that
fail to accomplish their given tasks within an initial testing period.30 In general, the simulated data
from the estimated parameters show a more frequent tendency to replace computer systems than
do the actual data.

Total expenditures of the firm. Figure 19 compares actual data and simulated data in terms of total
expenditures of the firm. In general, simulated total expenditure tracks the actual total expenditure
well enough to ensure the model’s usefulness. In addition, note that the firm’s total expenditure
does not increase over time, even though there are tremendous increases in computer capacities,
as shown in Figures 7 and 8. This is because real cost per capacity decreases considerably over
time, even though the firm increases its computer system’s capacities greatly. Therefore, we can
confirm the fact that the expenditure-decreasing effect of real cost per capacity surpasses the
expenditure-increasing effect of computer system capacity.

Evolution of installed mainframe capacity. Figures 20 and 21 compare the evolution of capaci-
ties in the actual data and the simulated data in terms of TPC and MIPS standards. In both figures
the first graph line, representing ‘actual capacity’, presents actual capacities from the data under
the TPC and MIPS standards. The second graph line, representing ‘simulated capacity by total

30 In general, a ‘lemon’ is a computer that experiences failures within 1.5 years.
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Figure 9. Profit functions of keep, upgrade, and replacement decisions for relatively new computers

Figure 10. Three policy rules at various costs per capacity for relatively new computers

effect’, shows simulated capacities under the same conditions as the actual data. The third graph
line, representing ‘simulated capacity by technology progress’, illustrates simulated data without
the effect of a demand increase, in which case only technological progress affects the firm’s deci-
sion to keep, upgrade or replace current mainframe computers. The fourth graph line, ‘simulated
capacity by demand’, shows simulated capacities when only demand affects the firm’s decision.

The last two graph lines in each figure separately explain how technological progress and
demand increases affect the capacity of computer systems. In Figure 20, where computer capacity
is represented by the TPC standard, the actual capacity and simulated total capacity evolve in a
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Figure 11. Profit functions of keep, upgrade and replacement decisions for relatively old computers

Figure 12. Three policy rules with various costs per capacity for relatively old computers

very similar manner. The simulated data track the actual data very accurately in the case of the
TPC standard. In the case of the MIPS standard computer systems (Figure 21), actual capacity
and simulated capacity evolve at a similar pace at the beginning of the time period, but as time
goes on there is a slight discrepancy between the two capacities; in fact, the actual capacity lies
above the simulated capacity. Nevertheless, the general evolving tendencies of the two capacities
are similar to each other.

Separating the effects due to technological progress and demand for services shows clearly that
technological progress plays a more significant role than demand for services does in the case of
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Figure 13. Profit functions of keep, upgrade and replacement in terms of relatively low cost per capacity

Figure 14. Three policy rules at various demand levels in terms of relatively low cost per capacity

TPC standard computer systems. This confirms our conjecture that technological progress is the
first and main cause of mainframe computer system replacements and upgrades in the company.
In the case of MIPS, the difference between the two effects of technological progress and demand
increase is minimal, even though technological progress improves computer capacity slightly more
than does the demand for services.

Note that for both Figures 20 and 21 the combined capacities from adding two simulated
capacities based on technological progress and demand at each point of date exceed the simulated
capacities by total effect. The simple addition of the two simulated capacities shows overlapping
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Figure 15. Profit functions of keep, upgrade and replacement in terms of relatively high cost per capacity

Figure 16. Three policy rules at various demand levels in terms of relatively high cost per capacity

capacities, which means there are idle and wasted capacities in the sum, since each effect
should account for increases in capacity both individually and simultaneously. However, the
simulated capacity by total effect is obtained by the optimization decision by considering both
effects–technological progress and demand–simultaneously, rather in isolation from each other,
taking into account that increased capacity can respond to technological and demand changes
simultaneously. This illustrates a fairly expected and reasonable situation.

Policy of upgrade and replacement. Figures 22 and 23 present three simulated policies in two
different situations. Figure 22 illustrates the situation in which the cost per capacity decreases
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Figure 17. Comparison between simulated data and actual data in terms of frequency of upgrade

Figure 18. Comparison between simulated data and actual data in terms of frequency of replacement

rapidly with relatively small starting capacity and demand. Figure 23 shows the situation in which
the cost per capacity decreases relatively slowly with a large demand for capacity.

The differences between Figures 22 and 23 are as follows. Figure 22 shows relatively higher
likelihoods of keep and replacement than those of Figure 23. This is because small capacity
requires relatively low maintenance costs. Also, as the computer gets older, replacement will be
more profitable than upgrade, because of the relatively small cost per capacity. The situation is
different in Figure 23. In the initial phase, keeping is the proper choice, but the likelihood of
keeping is higher than that of Figure 22 since large capacity means there is no need for upgrade
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Figure 19. Comparison between actual total expenditure and simulated total expenditure

Figure 20. Comparison between actual capacity and simulated capacity (TPC case)

or replacement. Moreover, as shown in Figure 23, upgrade is more profitable than replacement
over time, because of the relatively high cost per capacity.

As a result, the proposed model seems to explain the investment strategy of the firm regarding
replacement and upgrade in a fairly reasonable way. Also, the simulations confirm that the firm
follows an optimal investment strategy to replace and upgrade its computer systems by keeping
track of the rapid development of computer technology and demand for its services.

6. CONCLUSION

In this study a proposed stochastic dynamic programming model was developed to test whether the
explanatory facts of investment behavior could be rationalized as an optimal investment strategy
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Figure 21. Comparison between actual capacity and simulated capacity (MIPS case)

Figure 22. Simulated policy rules of keep, upgrade and replacement with rapidly declining cost per capacity
in terms of relatively small starting demand

for the firm in question. In the model, the firm can choose among three main actions at each time
period: to keep a computer system, to upgrade it, or to replace it. Contingent on the replacement
decision, there are n sub-choices regarding capacity. The state variables include the processing
capacity of the current system, the level of demand for this processing capacity, the age of the
current system and the current market price of a standardized unit of processing capacity. The
technological depreciation and the relative performance of each computer system are measured by
composite measures of all four state variables in the model. The model depends on the unknown
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Figure 23. Simulated policy rules of keep, upgrade and replacement with slowly declining cost per capacity
in terms of relatively large starting demand

primitive parameters that specify the firm’s profit function and its expectation of future values of
the state variables, with its expectation of future reductions in the price of computing capacity
playing a critical role in the model’s predictions of the optimal length of the replacement cycle.

I use a parametric approximation method to solve the DP problem. This greatly reduces the
computational burden involved in solving the infinite-horizon version of the model where decisions
are taken at monthly intervals and the two key state variables–current demand and the price
per unit of new capacity–are allowed to assume a continuum of possible values. The parametric
approximation procedure converts the contraction fixed-point problem into a nonlinear least squares
problem. The acceleration in solution time is sufficiently large to make it feasible to estimate the
unknown parameters of the model based on maximum likelihood.

The estimation results support the stylized facts observed from the data in general, allowing
for a better understanding of the replacement behavior in the era of rapidly developing computer
technology. In particular, the likelihood of an upgrade or replacement increases with the age of the
current system and decreases with the current price of computing capacity. These results imply that
the intervals between successive replacements or upgrades tend to shorten over time as the cost of
computing decreases. The decision to keep or increase capacity through upgrade or replacement
depends on the expectation of future demand and future cost per capacity. The simulated data
based on the estimation results achieve the main objective of answering how well the proposed
model answers the following question: ‘How much of the 30-fold increase in mainframe processing
capacity is due to the huge reduction in the cost of capacity, and how much is due to the growth
in demand for capacity due to the comparably rapid growth in demand for services?’ The model
also confirms that the firm does not use an arbitrary rule of thumb in deciding to upgrade and
replace its mainframe computers so rapidly. Rather, the firm appears to have a very sophisticated
understanding of the impact of technological progress resulting from Moore’s law and is taking
advantage of this progress to significantly reduce its operating costs and provide better service to
its customers.
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