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Abstract
This paper analyses the role that institutional factors play in explaining differences in the capital structure of small and medium-sized enterprises (SMEs) across regions belonging to a single country. Specifically, it studies the effect of the development of the financial sector and of the economic situation on leverage of firms. Furthermore, the standard firm-factor determinants of debt, such as firm size, asset structure, profitability, growth, business risk and age, and the business sector of the firm are also incorporated. This empirical study uses a sample of 638 SMEs representing every Spanish region for the period 1999-2007, and applies the panel data methodology. The results suggest that the capital structure depends on the regional financial sector and the regional economic situation which implies that institutional factors at regional level help to better explain financing decisions of SMEs.
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1. Introduction

The study of the determinants of capital structure of companies represents a major line of research in finance. According to this research, a combination of factors related to the characteristics of the company and the environment within which the company does business determines its capital structure.

Most empirical studies have focused on the relevance of firm factors in capital structure and used samples of single-country firms. More recently, studies analyse whether the environment is a factor of influence in financing decisions, such as Rajan and Zingales (1995) and La Porta, López de Silanes, Shleifer and Vishny (1998) have pointed out. This approach is based on the idea that institutional factors affect capital structure choices. Therefore, the differences between financial capital systems, fiscal systems, investor protection, and/or the degree of economic development in which the firms operate would explain the divergences in their debt. Prevalent research examines the effect of certain institutional factors on leverage by performing cross-country studies. Among the studies based on samples of large and listed firms, those by Demirguc-Kunt and Maksimovic (1999), Booth, Aivazian, Demirguc-Kunt and Maksimovic (2001), De Jong, Kabir and Nguyen (2008), López-Iturriaga and Rodríguez-Sanz (2008), González and González (2008), Fan, Titman and Twite (2012), and Kirch and Terra (2012) deserve mention. From research performed on samples of SMEs, Giannetti (2003), Utrero-González (2007) and Hernández-Cánovas and Køëter-Kant (2011) are worthy of note.

In a more innovative way, studies that analyse the relevance of institutional factors using samples of single-country firms are emerging. In this case, the idea is that within one country, institutional differences can exist that affect the choice of the capital structure. The influence of local institutional factors is particularly significant for SMEs, since they usually have restrictions which limit them to operating within the local environment (Demirguc-Kunt & Maksimovic, 1998; 1999). To the best of our knowledge, the only study that tackles this issue is that of La Rocca, La Rocca and Cariola (2010), which investigates, in Italy, how certain local institutional differences, using regions as the unit of analysis, affect the leverage of SMEs.

Our paper provides new empirical evidence about the role of institutional factors at a regional level in SME debt. Specifically, this article analyses the effect of the development of the financial sector and of the economic situation on the capital structure of firms. Moreover, we incorporate the standard firm-factor determinants of leverage which include firm size, asset structure, profitability, growth, business risk, and age of the firm. This study encompasses all regions of Spain and the sample comprises data from 638 Spanish SMEs over the period 1999-2007. The results suggest that the capital structure depends on the regional financial system and the regional economic situation. Hence, institutional factors at a regional level must be taken into account to explain the financing decisions of SMEs.

This study makes several contributions towards research on capital structure. First, it is one of the first studies worldwide to show the influence of regional institutional factors on capital structure decisions for small and medium-sized firms. Previous single-country studies have only considered firm factors, and have failed to consider institutional factors. There is only one study of this nature covering a European country
(the work of La Rocca et al. 2010, in Italy, already cited). Our study, on the one hand, complements that of La Rocca et al. (2010) since empirical evidence concerning this aspect from more countries is needed in order to draw conclusions of a more general nature. On the other hand, significant differences from the Italian study can be identified: Spain is the country studied; we incorporate macroeconomic factors in the analysis; we measure the regional financial sector development using other indicators such as Lerner index; and we use data that covers a 9-year horizon (and not only 1 year as do La Rocca et al. 2010). This circumstance allows us to use the panel data methodology and to avoid limitations of cross-section studies.

Second, the research applies an innovative estimation technique in capital structure studies, the Hausman-Taylor estimator, which makes it possible to deal with the possible endogeneity problems and to incorporate business sector effects.

Lastly, the choice of Spain as the country under study also adds value to this research in several ways. On the one hand, small and medium-sized enterprises (SMEs) are unquestionably the leading actors in Spanish business (over 99% of all companies in Spain are SMEs (Central Company Directory of Spanish Statistical Office)). On the other hand, Spain exhibits certain regional heterogeneity. Its regions have a great capacity for self-government. Moreover, they present significant regional differences in the economic situation (Cuadrado-Roura 2010) and in the banking system (Carbó, Humphrey & Rodríguez-Fernández, 2003). For all these reasons, Spain is a very interesting case-study of regional aspects in SMEs. Although it is true that the study of Palacín-Sánchez, Ramírez-Herrera and di Pietro (2012) finds regional differences in Spanish SMEs between the level of debt and its firm-factor determinants, the institutional factors that may be the origin of these regional differences are not specifically examined. Our paper constitutes a continuation of this line of research. Moreover, this regional research is highly relevant since Spain is not alone in facing significant regional disparities. Many countries, such as certain members of the European Union, the United States, China, India, Brazil, and Russia, also present differences in regional institutional factors; the effect of these divergences on the firms, specifically on their capital structure, remains unexplored.

The rest of the article has the following structure. Section 2 identifies the institutional factors that have a greater influence on corporate financing choices, in accordance with theoretical and empirical studies, and thereby formulates the hypotheses of this study. Section 3 presents the sample of firms, defines the variables to be studied, and shows descriptive statistics for all variables considered. Section 4 describes the model and the methodology used, while Section 5 sets out and discusses the empirical results. Finally, Section 6 presents the conclusions.

2. Institutional factors: theory and evidence

The factors of the institutional environment in which the firm does business can affect its capital structure. Empirical evidence about the impact of institutional factors on the capital structure decisions requires the use of a sample of firms located in different geographical zones. The majority of these studies carry out cross-country comparisons. Certain studies use samples of listed firms. Demirgüç-Kunt and Maksimovic (1999) examine the capital structure in 30 developed and developing countries. They show that the differences in financing patterns are mostly due to the differences in the
development of stock markets and banks, as well as the differences in the underlying legal infrastructure. Booth et al. (2001), in an analysis of 10 developing countries, find that the debt ratios of firms located in these developing countries seem to be affected by the same firm factors as those of developed countries. However, differences are noted in the way in which debt is affected by country factors, such as GDP growth rates, inflation rates and the development of the capital market. López-Iturriaga and Rodríguez-Sanz (2008) analyse 10 developed countries, grouping the firms based on the legal system in force in its zone (common law, German civil law, and French civil law). They find that the legal and institutional system of each country not only affects the firm capital structure but also conditions how firm factors influence the capital structure. The work of De Jong et al. (2008) analyses the capital structure of firms located in 42 developed and developing countries. It observes that country factors, such as creditor protection, the degree of development of the public and private debt market and the GDP growth rate have a significant influence on corporate capital structure. López-Iturriaga and Rodríguez-Sanz (2008) analyse the effect of bank market concentration and institutions on capital structure in 39 countries. They find that these institutional factors affect capital structure and firm-factor determinants of leverage. Fan et al. (2012) examine 39 developed and developing countries, and find that a country’s legal and tax systems, corruption, and the preferences of capital suppliers explain a significant portion of the variation in leverage. Finally, Kirch and Terra (2012) test whether financial development and/or institutional quality have any effect on corporate debt maturity decisions on a sample of firms from 5 South American countries. While financial development remains an important determinant of debt maturity, institutional quality holds no influence.

Other studies use samples of SMEs. Giannetti (2003) compares small and large firms in 8 countries in the European Union and finds significant country differences between the debt level and the debt maturity. Moreover, these differences are especially relevant among non-listed firms. Certain country factors, such as the protection of lenders, the enforcement law and the degree of financial development can be considered as responsible for these differences. Similarly, Utrero-González (2007), on data of different-sized firms located in 11 developed countries, reaches the conclusion that the consideration of banking regulation and other institutional variables significantly improves the understanding of capital structure decisions. Moreover, it seems that SMEs are more subject to the legal environment of their countries than are large firms. Hernández-Cánovas and Koëter-Kant (2011), using a sample of SMEs from 19 European countries, show the influence of a country’s legal and institutional environment on bank loan maturity.

The latest advances in the studies that analyse the effect of institutional factors on leverage have been to compare zones (regions) of a single country. This type of study is more suitable for SMEs, since individual country-level studies would offer a more useful way to understand financial contracting for SMEs, as Qian and Strahan (2007) point out. In this sense, capital structure of SMEs is likely to be influenced significantly by a set of regional institutional factors (Petersen & Rajan, 1994; Demirgüç-Kunt & Maksimovic, 1998; 1999), and these are difficult to observe and control across a large number of countries. Moreover, this type of study, in contrast to the aforementioned cross-country studies, presents the basic advantage of a reduction of the difficulty in setting up the relation between the firms' financing decisions and the various institutional factors (Wald & Long, 2007). This advantage arises since, when zones from
a single-country are compared, the study sets out from a more homogeneous situation, given that many institutional factors are shared.

Among the very few regional studies carried out in the area of capital structure research in SMEs, that of La Rocca et al. (2010), performed in Italy, should be highlighted. These authors analyse whether the regional financial development and the efficiency of judicial enforcement have any effect on financing decisions. The results achieved support the starting hypothesis: capital structure is not only the result of firm factors but also of the influence of regional factors.

Our article follows this last line of research. Specifically, the role of regional factors is studied in order to explain the financing decisions in Spanish SMEs. In accordance with previous empirical evidence and within the Spanish context, the regional institutional factors that we consider in this study are: the development of the financial sector and the economic situation. We now present these factors and formulate a series of hypotheses linked to them.

2.1. Development of the Financial Sector

The development of the financial sector (banking sector) is one of the institutional factors that is considered in explaining the decisions on capital structure in the studies that carry out comparisons across countries (Demirgüç-Kunt & Maksimovic, 1999; Booth et al. 2001; Giannetti, 2003; Utrero-González, 2007; De Jong et al. 2008; González & González 2008; Kirch & Terra, 2012).

Most of these studies, following Diamond (1984), consider the significant role played by banks in the mitigation of problems arising from asymmetric information regarding credit risk, which particularly affect SMEs. Financial intermediaries enjoy economies of scale in the acquisition of information, and, thanks to the information collected, also have a greater incentive than that of individual investors to lend to borrowers. Following this line of argument, a more developed banking sector is expected to facilitate access to external finance, especially to SMEs which suffer more restrictions for credit. Other studies, according to Petersen and Rajan (1995), consider the effect of competition in the banking market on lending relationships. Lenders are more likely to finance credit-constrained firms when the banking market is not very competitive since it is easier for lenders to internalize the benefits of dealing with these firms. Along this line of reasoning, a concentrated banking sector is expected to facilitate credit access, especially to SMEs. Alternatively, a more competitive banking market would encourage lenders to build stronger relationships with clients in order to attain a distinctive competitive edge, thereby focusing more on relationship banking for the solution of problems of asymmetric information (Boot & Thakor, 2000).

Within a country, differences in regional financial sectors also help explain differences in the capital structure of firms across regions. Studies such as those of Petersen and Rajan (1995), and La Rocca et al. (2010) confirm this idea. These divergences among the regional banking sector would become irrelevant in the case that firms had the possibility to access any financial market. However, for SMEs, their possibilities of access to financial markets (national or international) are very limited. Moreover, they can also experience limitations in accessing financial companies that do business in other regions (Guiso, Sapienza & Zingales, 2004).
Spain, where our study is carried out, has a financial system with a bank-based structure; therefore SMEs depend highly on banks to obtain loans. Traditionally there have been three banking groups in Spain: the commercial banks, the savings banks, and the cooperative banks in rural areas. While the major commercial banks and large savings banks have a national action area, the small and medium-sized saving banks and some small and medium-sized commercial banks are regionally oriented. If the financial intermediaries present in each region differ, it makes sense that the regional banking sector could vary across regions. In this sense, Carbó et al. (2003) find that the degree of development of the regional financial system in Spain is not homogeneous and also identify that there are significant differences in terms of concentration, prices, and other competition indicators. Moreover, these differences in the regional financial sectors seem to affect SMEs (Carbó, Rodríguez-Fernández & Udell, 2009 for the Spanish case and Lehmann, Neuberger & Rathke, 2004 for the German case, where banks of a similar nature to those in Spain coexist).

Consequently, according to the aforementioned empirical research, it is to be expected that the development of the regional financial sector has an effect on leverage; however the sign of this relation is ambiguous. Therefore, we state our first hypothesis as follows:

**H1.** Development of the financial sector significantly affects firm leverage.

### 2.2. The Economic Situation

In general, the conditions of the economy are normally taken as institutional factors in order to explain the capital structure of firms when carrying out cross-country comparisons (Demirgüç-Kunt & Maksimovic, 1999; Booth et al. 2001; De Jong et al. 2008; Fan et al. 2012). We believe that the study of the effect of the economic situation on the financial structure of companies around the world can also be applied across Spanish regions. According to Cuadrado-Roura (2010), Spanish regions show significant differences in their economic situations and it is expected that these differences affect SMEs. These economic differences between regions are due to a variety of historical reasons and to the differences in the economic policies developed in each region thanks to the fact that each region is self-governing.

One of most important factors that illustrates the economic situation is the economic growth. This factor affects financing decisions since the growth of the economy is an indicator of the firms’ financing needs. If investment opportunities and the economy are correlated, then the more an economy grows, the more resources companies need. Moreover, the empirical evidence above has verified a positive impact of economic growth on debt. It seems that in zones (countries) with relatively higher economic growth, firms use higher levels of debt to finance new investment. Therefore, we set out the second of our hypotheses:

**H2.** The economic growth has a positive effect on firm leverage.

Another indicator of the economic situation is the inflation rate. This rate provides, on the one hand, an indicator of the economic administration of the government, and, on the other hand, indicates if the local currency provides a stable measure to be used in
long-term contracts. Empirical evidence has almost always verified a negative relation between inflation and the debt ratio (Demirgüç-Kunt and Maksimovic 1999; Booth et al. 2001 and Hernández-Cánovas and Koëter-Kant 2011). According to these studies, high and/or variable rates of inflation render it costly for investors and firms to take out loans. In this sense, despite the fact that inflation increases the monetary value of the firm’s assets, the higher interest rate and monetary risk caused by inflation prompt the debt ratio to fall. Although it is true that Fan et al. (2012) obtain non-significant results, we formulate the third of our hypotheses as follows:

H3. Inflation has a negative effect on firm leverage.

3. Data collection, variables, and descriptive statistics

3.1. Data

The empirical study need firm-level data and region-level data. The firm-level data are obtained from the SABI (Sistema de Análisis de Balances Ibéricos) database constructed by Bureau Van Dijk. This database is the largest source of financial information on non-financial Spanish SMEs. The sample period covers the years 1999 to 2007. The firms selected are within the European Commission definition of SMEs (European Union Recommendation, 2003/361/CE) for every year under consideration. Moreover, we require that the firms of the sample possess: a) positive equity and positive financial year results in every period; and b) data available for the study period. The final sample consists of 638 firms which cover the 17 Spanish regions; hence we have balanced panel data with 5742 firm-year observations. On the other hand, region-level data is obtained from various sources, mainly from the Bank of Spain, and the Spanish Statistical Office.

3.2. Firm Variables

Leverage. The first firm-variable is the leverage. This is the dependent variable in our research. Following, among others, Van der Wijst and Thurik (1993), Michaelas, Chittenden and Poutziorris (1999), Giannetti (2003), Sogorb-Mira (2005), Utrero-González (2007), La Rocca et al. (2010), Céspedes, González and Molina (2010) and Degryse, De Goeij and Kappert (2012), this study uses the total debt ratio (DEBT) to reflect the capital structure of the firm, and estimates it as the quotient between total debt and total assets. This ratio is based on book values since the firms of the sample are unlisted.

Firm-factor determinants of leverage. It must be borne in mind that the capital structure is determined by a combination of factors: firm factors and institutional factors. Therefore, not only does this empirical study have to consider institutional factors but it must also take firm factors into account. These are independent variables in this study. According to previous theoretical and empirical studies, six characteristics of firms are used: size, asset structure, profitability, growth, risk, and age, and are defined as follows. Size of firm (SIZE) is measured as the logarithm of total assets (Chen, 2004; Sogorb-Mira, 2005; Serrasqueiro & Maçãs, 2010; Degryse et al., 2012; La Rocca et al., 2010). Asset structure (AS) is estimated as the net fixed assets divided by the total assets of the firm (Rajan & Zingales, 1995; Booth et al., 2001; Giannetti, 2003; Sogorb-Mira, 2005; De Jong et al., 2008; La Rocca et al. 2010). Profitability (PROF) is defined
as the ratio between earnings before interest, taxes, amortization and depreciation and
the total assets (Rajan & Zingales, 1995; Sogorb-Mira, 2005; Chen, 2004; De Jong et al., 2008; La Rocca et al., 2010). Growth (GROWTH) is measured as the growth of the
assets, calculated as the annual change of the total assets of the firm (Degryse et al.,
2012). Business risk (RISK) is defined as the standard deviation of earnings before
interest and taxes during the sample period over the book value of total assets (Booth et
al., 2001; De Jong et al., 2008; Psillaki & Daskalakis 2009), and the age of the firm
(AGE) is measured as the logarithm of the number of years that the firm has been
operating (La Rocca et al., 2010). Moreover, in order to control for variation across
business sectors, sectoral dummies are also added. Using the Standard Industrial
Classification of Economics Activities 2009, the sample is divided into nine groups.

According to previous literature on capital structure in SMEs, there is a relative
consensus that leverage of firms has a positive relationship with firm size, asset
structure and growth, and a negative relationship with profitability, business risk and
age.

3.3 Regional Variables

The regional variables are the development of the financial sector and the economic
situation. These are independent variables in our empirical analysis and are defined
below.

This study shows the degree of development of the Spanish regional banking sector
with three variables. The first is the ratio of regional bank deposits to the Gross
Domestic Product (GDP) which Demirguç-Kunt and Maksimovic (1999), La Rocca et
al. (2010) and Fan et al. (2012) use as a proxy of development of the financial
intermediaries. The original idea is that regions with higher deposits have more funds
available for the financing of the investment of SMEs. However empirical evidence is
mixed: this variable is not significant in Demirguç-Kunt and Maksimovic (1999), it has
a positive relation in La Rocca et al. (2010), and a negative relation in Fan et al. (2012).

The second variable is the number of regional bank branches per 10,000 inhabitants (La
Rocca et al. 2010). Following Petersen and Rajan (2002) and La Rocca et al. (2010),
more branches that a certain bank maintains within a zone, the closer their relationship
with SMEs becomes, and the easier it is to finance these SMEs. Most studies find a
positive relationship. Both indicators of the bank system come from the Bank of Spain.

The third variable is the Lerner index. This is an indicator of competition in the banking
sector. The Lerner index has been successfully employed in banking research by Berger,
Kapplert and Turk-Ariss (2009) and Jiménez, Lopez and Saurina-Salas (2010), and this
indicator was employed for the first time in the literature of firm financing constraints
by Carbó et al. (2009). The use of this variable in capital structure research is novel. The
Lerner index is measured as the difference between the output prices and the marginal
costs divided by output prices, and is obtained from the study of Carbó et al. (2009).

According to Carbó et al. (2009), the price of total assets is directly computed from the bank-level
auxiliary data as the average ratio of “bank revenue/total assets” for the banks operating in a given
region using the distribution of branches of banks in the different regions as the weighting factor.
Marginal costs are estimated from a translog cost function with a single output (total assets) and three
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This index varies between 0 and 1, where 0 means high competition in the banking sector while 1 signifies the existence of market power.

We reflect the economic situation with two variables. First, we measure the economic growth with the average annual growth rate in GDP per capita. Second, the inflation rate is measured as the yearly change in consumer prices. These variables come from the Spanish Statistical Office.

Moreover, a developed economy indicator, GDP per capita, is included since it may capture certain institutional factors that are not shown by the other regional variables already considered (Demirgüç-Kunt and Maksimovic 1999, and Fan et al. 2012). This variable also comes from the Spanish Statistical Office.

3.4. Descriptive statistics

3.4.1. Leverage

Figure 1 presents the average ratio of total debt for each of the 17 regions; we also add the value for the total sample of Spanish companies. The average total debt ratio is 59.24% for the total sample of Spanish SMEs, i.e. more than half of the resources used by SMEs to finance their investments are liabilities. These high levels of debt are relatively usual in European SMEs (Giannetti 2003, Hall et al. 2004, and Psillaki and Daskilakis 2009).

On the other hand, by comparing the level of debt for firms in our sample region by region, we can assess geographical differences in a first approach. La Rioja has the lowest total-debt ratio, whereas Castile-La Mancha has the highest. Moreover, if the regions are ordered according to their level of debt (Figure 2), then two groups of regions appear. The first group (10 regions) has debt ratios very close or slightly lower than the average debt ratio of all Spanish SMEs (Spain is denoted by the bold line in Figure 2). The second group (7 regions) has a debt ratio higher than that of the total sample. Not only do these results suggest that there are regional differences in the capital structure of SMEs across regions, but that these differences are also statistically significant according to the analysis of variance (ANOVA) performed.

**Figure 1**
Total debt ratio across regions

inputs (deposits, labour costs and physical capital) by using two-stage least squares and fixed bank effects.
Notes: a The figure presents the ratio of the average total debt to total assets for firms in each region for the period 1999-2007. b One-way ANOVA F statistic is equal to 18.44. This is statistically significant at 99%.

Figure 2
Total debt ratio across regions in ascending order

Table 1
Descriptive statistics

<table>
<thead>
<tr>
<th>Variables</th>
<th>Observations</th>
<th>Mean</th>
<th>Standard Deviation</th>
<th>Minimum</th>
<th>Maximum</th>
</tr>
</thead>
<tbody>
<tr>
<td>DEBT</td>
<td>5742</td>
<td>0.592</td>
<td>0.216</td>
<td>0.033</td>
<td>0.988</td>
</tr>
<tr>
<td>SIZE</td>
<td>5742</td>
<td>8.588</td>
<td>0.725</td>
<td>6.202</td>
<td>10.660</td>
</tr>
<tr>
<td>AS</td>
<td>5742</td>
<td>0.331</td>
<td>0.214</td>
<td>0.000</td>
<td>0.989</td>
</tr>
<tr>
<td>PROF</td>
<td>5742</td>
<td>0.129</td>
<td>0.089</td>
<td>-0.302</td>
<td>0.904</td>
</tr>
<tr>
<td>GROWTH</td>
<td>5742</td>
<td>0.146</td>
<td>0.304</td>
<td>-0.824</td>
<td>9.375</td>
</tr>
<tr>
<td>RISK</td>
<td>5742</td>
<td>0.053</td>
<td>0.068</td>
<td>0.003</td>
<td>1.168</td>
</tr>
<tr>
<td>AGE</td>
<td>5742</td>
<td>2.896</td>
<td>0.530</td>
<td>0.405</td>
<td>4.691</td>
</tr>
<tr>
<td>Deposits/GDP</td>
<td>5742</td>
<td>0.841</td>
<td>0.214</td>
<td>0.449</td>
<td>1.602</td>
</tr>
<tr>
<td>Nº bank branches</td>
<td>5742</td>
<td>10.007</td>
<td>1.711</td>
<td>5.858</td>
<td>16.088</td>
</tr>
<tr>
<td>Lerner index</td>
<td>5742</td>
<td>0.094</td>
<td>0.045</td>
<td>0.011</td>
<td>0.211</td>
</tr>
</tbody>
</table>
3.4.2. All variables

Table 1 shows descriptive statistics for all the variables of the study. These values are estimated as the average of the 17 regions taken into account over the period 1999-2007, and hence each region has one single observation. Differences are noted between institutional factors across regions. It remains to be ascertained whether these regional institutional differences impose any statistically significant effect on the financing decisions of SMEs. On the other hand, Table 2 displays the correlations between all the variables of the study. The relationships between factors related to the development of the banking sector, factors related to economic conditions, and factors related to the firm all remain low, thereby showing that multi-collinearity is not a concern.

### Table 2: Correlation Matrix

<table>
<thead>
<tr>
<th></th>
<th>TDR</th>
<th>SIZE</th>
<th>AS</th>
<th>PROF</th>
<th>GROWTH</th>
<th>RISK</th>
<th>Deposits/GDP</th>
<th>Nº bank branches</th>
<th>Lerner index</th>
<th>GDP Growth</th>
<th>GDP per capita</th>
<th>Inflation rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>DEBT</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SIZE</td>
<td>-0.177*</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AS</td>
<td>-0.0099</td>
<td></td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PROF</td>
<td>-0.3145</td>
<td></td>
<td></td>
<td>0.0148</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GROWTH</td>
<td>0.1096</td>
<td></td>
<td></td>
<td>0.0215</td>
<td>0.0598</td>
<td>0.0371</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RISK</td>
<td>-0.1999</td>
<td></td>
<td></td>
<td>-0.2452</td>
<td>0.0555</td>
<td>0.4544</td>
<td>0.0543</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AGE</td>
<td>-0.1180</td>
<td></td>
<td></td>
<td>0.2802</td>
<td>0.0006</td>
<td>-0.0804</td>
<td>0.1861</td>
<td>-0.2313*</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Deposits/GDP</td>
<td>-0.0209</td>
<td></td>
<td>0.0037</td>
<td></td>
<td>-0.0464</td>
<td>0.1586</td>
<td>-0.1201*</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nº bank branches</td>
<td>-0.0435</td>
<td></td>
<td></td>
<td>0.0039</td>
<td>0.0048</td>
<td>0.0399</td>
<td>0.1822</td>
<td>-0.0444</td>
<td>0.0103*</td>
<td>0.0864*</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Lerner index</td>
<td>-0.0005</td>
<td></td>
<td></td>
<td>0.1929</td>
<td>0.0224</td>
<td>-0.0088*</td>
<td>0.0273</td>
<td>0.1719*</td>
<td>0.1080*</td>
<td>0.2823*</td>
<td>-0.1174*</td>
<td>1</td>
</tr>
<tr>
<td>GDP Growth</td>
<td>0.1004</td>
<td></td>
<td></td>
<td>-0.0111</td>
<td>0.0074</td>
<td>0.0338</td>
<td>0.0275*</td>
<td>0.1124*</td>
<td>0.1439*</td>
<td>0.1189*</td>
<td>-0.0193*</td>
<td>-0.0099*</td>
</tr>
<tr>
<td>GDP per capita</td>
<td>0.0050</td>
<td></td>
<td></td>
<td>0.3348</td>
<td>-0.1135*</td>
<td>-0.0279</td>
<td>0.1036*</td>
<td>0.1223*</td>
<td>0.2614*</td>
<td>0.5885*</td>
<td>0.2886*</td>
<td>0.4025*</td>
</tr>
<tr>
<td>Inflation rate</td>
<td>-0.0141</td>
<td></td>
<td></td>
<td>0.0146</td>
<td>0.0053*</td>
<td>0.0321</td>
<td>0.0285*</td>
<td>0.0343*</td>
<td>0.0260*</td>
<td>0.1142*</td>
<td>0.0546*</td>
<td>-0.0062*</td>
</tr>
</tbody>
</table>

Note: *Statistically significant at 90%.

4. Model and analysis methodology

The model for testing H1-H3 is specified as follows:

\[
DEBT_{it} = \beta_0 + \beta_1 SIZE_{it} + \beta_2 AS_{it} + \beta_3 PROF_{it} + \beta_4 GROWTH_{it} + \beta_5 AGE_{it} + \beta_6 RISK_{it} + \beta_7 Deposits/GDP_{jt} + \beta_8 Nº regional bank branches_{jt} + \beta_9 LERNER_{jt} + \beta_{10} GDP Growth_{jt} + \beta_{11} Inflation Rate_{jt} + \beta_{12} GDP per capita_{jt} + u_i + \epsilon_{it}
\]

where \(i\) is the firm, \(j\) is the region, and \(t\) is the time period; \(u_i\) represents the unobservable individual effects, and \(\epsilon_{it}\) is an error term.

This work uses panel data. In our opinion, this methodology constitutes the best option for the exploration of the hypotheses of this study, since it considers individual unobservable firm heterogeneity, gives more information, yields fewer collinearity problems, incorporates more degrees of freedom, and is more efficient.

The equation model is first estimated by using fixed effects and random effects estimators to take the individual effects into account. To ascertain whether the individual effects are fixed or random, the first Hausman test is performed. If the null hypothesis is not rejected, correlation between the explanatory variables and the individual unobservable effects exist and the random effects model cannot be considered as a good estimator since it is inconsistent. In our analysis, this test confirms
that the fixed effects model is better than the random effects model (for this reason, the tables of Section 5 present the results of estimation with only a fixed effects model).

Second, we apply an alternative estimator based on the Hausman and Taylor model. Unlike the random effects model which assumes exogeneity of all explanatory variables and the fixed effects model that allows the correlation of all the regressors and the individual effects, Hausman and Taylor (1981) propose a model where some variables are correlated with the individual effects. The resulting estimator is called the HT estimator and “it is based upon an instrumental variable estimator which uses both the between and within variation of the strictly exogenous variables as instruments” (Baltagi, Bresson & Pirot, 2003, p. 361). This estimator provides a good option for the resolution of the endogeneity problems that arise between certain independent variables and the dependent variable: these constitute standard problems in this research. In our equation model, asset structure, size, profit and growth variables are probably correlated with the individual effects. For this reason, such variables are assumed as endogenous, and all the others as exogenous. On the other hand, the HT model has the advantage over the fixed effects model in that it allows the estimation of the coefficients of the time-invariant variables. Thanks to this flexibility in our equation model, we can introduce business sector dummies which are time-invariant variables. Under the circumstances of panel data with time-invariant variables and several correlated effects, Wooldridge (2002) and Hsiao (2003) recommend the HT procedure.

To test the goodness of the HT estimator, it is necessary to carry out a second Hausman test. This test compares the difference between the HT estimator and the fixed effects estimator. If the null hypothesis is rejected, then all regressors are correlated with individual effects. In our analysis, the null hypothesis cannot be rejected; therefore the HT estimator is efficient and consistent and the instruments used for endogenous variables (asset structure, size, profit and growth) are appropriate.

5. Results and discussion

This section presents the regressions that estimate the influence of regional factors upon leverage, and consider firm characteristics (Table 3). Although the HT model is the best option, the regressions are estimated with fixed effects and Hausman-Taylor estimators in order to compare the results. Unlike fixed effects, HT models include sector dummies which are statistically significant in this study. The sign and the strength of the regressors are similar in both models which confirms that our results are robust.

Table 3, columns 1 and 2, estimate debt using only firm variables as its determinants, and Table 3, columns 3 and 4, estimate debt using as determinants firm and regional variables. The regressions of columns 1 and 3 have an adjusted $R^2$ of 0.239 and 0.273, respectively. These results suggest that it is convenient to consider the regional factors to better explain the capital structure of SMEs. Moreover, in previous studies, where panel analysis on samples of Spanish SMEs is used and regional factors are not considered their $R^2$ remain much lower than ours (Sogorb-Mira 2005; Giannetti 2003).
The top half of Table 3 provides the coefficients of firm factors considered. On the one hand, these firm factors are significant in explaining the total debt ratio. Moreover, when the regional factors in the regression are introduced (columns 3 and 4), all firm variables are still relevant; with the exception of asset structure, which is significant, at 90%, only with the HT estimator. On the other hand, the sign of the relationships between leverage and firm factors is positive for size, asset structure, and risk; and negative with profit, and age. These results coincide with those expected according to previous empirical studies (for SMEs: Michaelas et al. 1999, Hall et al. 2004, Sogorb-Mira 2005, and Degryse et al. 2012). The only firm variable that has a sign opposite to that expected is that of business risk; however this also occurred in earlier empirical evidence (Booth et al. 2001, De Jong et al. 2008, and Psillaki and Daskalakis 2009).
Table 3 columns 3 and 4, also show the coefficients of the regional institutional factors under consideration in our study. On the one hand, the three proxies used of the development of the regional financial sector are statistically significant in explaining debt. Therefore, hypothesis \textit{H1. Development of the financial sector significantly affects firm leverage} is verified. In order to understand the nature of this relationship, each of the three regional financial variables needs to be analysed individually.

The first regional financial variable, the ratio of regional bank deposits to GDP, negatively influences the level of debt. This result coincides with that found in a study by Fan et al. (2012). It seems that the debt ratio is higher in regions with relatively smaller bank deposits. However, the mixed empirical results of this variable in previous studies questions the goodness of this variable as a proxy of the degree of financial development, as La Rocca et al. (2010), and Fan et al. (2012) also point out. In fact, deposits constitute only a minority of the resources available to financial institutions, and hence their connection with debt may be less tenuous. The lender has access to a lot of resources by means of financial markets or other financial institutions. It is also possible that this ratio is representative of other variables. For example, the ratio of regional bank deposits may reflect the savings rate. In this sense, if saving rates rise in a region, then this is possibly correlated with the highest availability in the system of internal resources rather than with external resources, such as credits, to fund investments, which could explain this negative connection between the ratio of deposits/GDP to debt.

The second regional financial variable, the number of regional bank branches per 10,000 inhabitants, has a positive relation with debt. This result suggests that in Spain, as in Italy (La Rocca et al. 2010), the presence of many bank branches favours bank financing in SMEs; however in the Italian study this variable remains either insignificant or weakly significant. The reason may lie in one of the characteristics of the Spanish banking system: the high number of bank branches (Gallego, García-Herrero & Saurina, 2002). While in Italy the number of bank branches per 10,000 population is an average of 5.45, according to the study of La Rocca et al. (2010), in Spain there is an average of 10. Therefore, the closer proximity of financial institutions to SMEs, expressed as the number of bank branches, implies a greater possibility to obtain resources to finance investments.

The third regional financial variable, the Lerner index, negatively influences debt. This index is an indicator of competition in the banking sector; therefore our result suggests that the more competitive the regional banking sector, the higher the level of debt. This finding is in accordance with Boot and Thakor (2000), who proposed that a more competitive banking market could encourage lenders to build a lending relationship in order to obtain a competitive advantage and to resolve the problems of asymmetric information. It is possible that such a high number of bank branches in Spain promotes competitiveness in the banking sector.

On the other hand, we use two indicators of the regional economic situation. The first variable is the annual growth rate in GDP per capita. This is significant and has a positive impact on debt, thus confirming hypothesis H2. Our findings are in line with previous studies such as Booth et al. (2001), and De Jong et al. (2008). It seems that companies are more prone to use debt to finance their investments in regions with greater growth.
The second regional economic variable, the inflation rate, is unrelated to debt. This is also shown in a study by Fan et al. (2012). Therefore, hypothesis H3 is rejected. It is reasonable that this variable at regional level has a low effect since financial intermediaries consider the inflation rate of the whole country when fixing credit conditions. Nevertheless, differences in inflation rates affect the firms that do business in each region, and hence an analysis of its effect is justified.

The regional GDP per capita is the last institutional variable considered here. This factor is significant in explaining the debt of SMEs. Regarding the sign of the relationship, this variable negatively influences the leverage. This result suggests that the debt ratio of SMEs is higher in less developed Spanish regions. A possible explanation is that less developed regions have fewer resources of their own to invest, and therefore must rely on debt. Moreover, in these regions, the local government has probably pressured financial institutions, especially the savings banks that do business in their area, to grant external financing (credits) to new investment projects and thereby to further the economic development. The study by Fan et al. (2012) obtained a negative relationship but this time between short-term debt and economic development; and its unit of analysis is that of country and not region.

In order to check the robustness of our results, we run a set of additional analyses. First, those regions of the sample with the most firms are omitted from the regressions in order to ascertain if any of them has a disproportionate influence on the results. These regions are Madrid and Catalonia, with 108 and 153 firms, respectively. The results of the HT estimator for sample omitting only the region of Madrid (Table 4 column 2) and omitting only the region of Catalonia (Table 4 column 3) are very similar to our earlier findings, not only in size and sign of the coefficients, but also in the levels of significance.

Second, we use another model to handle the endogeneity problems in order to assess the influence of the statistical method on our results. This is two-stage least square within estimator (2SLS-IV within). This new regression uses the first lag of asset structure, size, profit and growth as instrumental variables (Table 4 column 3). The results applying these instruments are similar to those shown earlier. Therefore, this finding gives robustness to the influence of regional factors on capital structure.

Table 4
Robustness tests omitting regions and using alternative estimator

<table>
<thead>
<tr>
<th>Variables</th>
<th>Omitting Madrid Hausman-Taylor</th>
<th>Omitting Catalonia Hausman-Taylor</th>
<th>All sample 2SLS IV within</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>-0.372*** (0.077)</td>
<td>-0.257*** (0.066)</td>
<td>-0.135*** (0.058)</td>
</tr>
<tr>
<td>SIZE</td>
<td>0.041*** (0.006)</td>
<td>0.048*** (0.007)</td>
<td>0.128*** (0.006)</td>
</tr>
<tr>
<td>AS</td>
<td>-0.261*** (0.014)</td>
<td>-0.244*** (0.014)</td>
<td>0.016 (0.012)</td>
</tr>
<tr>
<td>PROF</td>
<td>-0.113*** (0.022)</td>
<td>-0.117*** (0.024)</td>
<td>-0.171*** (0.019)</td>
</tr>
<tr>
<td>GROWTH</td>
<td>0.023*** (0.004)</td>
<td>0.027*** (0.005)</td>
<td>0.033*** (0.004)</td>
</tr>
<tr>
<td>RISK</td>
<td>0.243*** (0.050)</td>
<td>0.382*** (0.050)</td>
<td>0.504*** (0.040)</td>
</tr>
</tbody>
</table>
### Variables

#### Long-term debt ratio

<table>
<thead>
<tr>
<th>Variables</th>
<th>Hausman-Taylor</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>-0.444***</td>
<td>0.359***</td>
</tr>
<tr>
<td>SIZE</td>
<td>0.072***</td>
<td>0.043***</td>
</tr>
<tr>
<td>AS</td>
<td>0.270***</td>
<td>-0.249***</td>
</tr>
<tr>
<td>PROF</td>
<td>-0.866***</td>
<td>-0.106***</td>
</tr>
<tr>
<td>GROWTH</td>
<td>0.007**</td>
<td>0.026***</td>
</tr>
<tr>
<td>RISK</td>
<td>0.111***</td>
<td>0.302***</td>
</tr>
<tr>
<td>AGE</td>
<td>-0.051***</td>
<td>-0.081***</td>
</tr>
<tr>
<td>Deposits/GDP</td>
<td>-0.023**</td>
<td>-0.024*</td>
</tr>
<tr>
<td>Nº bank branches</td>
<td>0.004**</td>
<td>0.005**</td>
</tr>
<tr>
<td>Lerner index</td>
<td>-0.029</td>
<td>-0.063*</td>
</tr>
</tbody>
</table>

#### Short-term debt ratio

<table>
<thead>
<tr>
<th>Variables</th>
<th>Hausman-Taylor</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>0.359***</td>
<td></td>
</tr>
<tr>
<td>SIZE</td>
<td>0.043***</td>
<td></td>
</tr>
<tr>
<td>AS</td>
<td>-0.249***</td>
<td></td>
</tr>
<tr>
<td>PROF</td>
<td>-0.106***</td>
<td></td>
</tr>
<tr>
<td>GROWTH</td>
<td>0.026***</td>
<td></td>
</tr>
<tr>
<td>RISK</td>
<td>0.302***</td>
<td></td>
</tr>
<tr>
<td>AGE</td>
<td>-0.081***</td>
<td></td>
</tr>
<tr>
<td>Deposits/GDP</td>
<td>-0.024*</td>
<td></td>
</tr>
<tr>
<td>Nº bank branches</td>
<td>0.005**</td>
<td></td>
</tr>
<tr>
<td>Lerner index</td>
<td>-0.063*</td>
<td></td>
</tr>
</tbody>
</table>

#### Notes:

- t-statistics in parentheses.
- *Statistically significant at 90%; ** statistically significant at 95%; *** statistically significant at 99%.
- Sector dummies are included but not shown.
- The variables size, asset structure, profit and growth are considered endogenous.
- The Wald test verifies the overall validity of the explanatory variables in the model.

Third and finally, it is necessary to check what happens to our results if we distinguish between the ratio of long-term debt to total assets and the ratio of short-term debt to total assets. The results (Table 5), when estimating the regression model using the long-term debt ratio and short-term debt ratio as dependent variables, show that the role of regional factors remains unchanged, except for the Lerner index which loses significance for explaining long-term debt ratio.

### Table 5

Robustness test with alternative dependent variable (long-term debt ratio and short-term debt ratio)
Conclusions

This paper studies the role of institutional factors in the debt of SMEs from a regional perspective. Specifically, it analyses the effect of the development of the financial sector and of the economic situation on leverage of firms, using a sample of 638 SMEs from 17 Spanish regions.

As regards the regional factors considered, the development of the regional financial sector with the three proxies used, the annual growth rate in GDP per capita and the regional GDP per capita, are all significant in explaining the debt of SMEs. Overall, our results suggest that it is crucial to consider the regional factors to explain the capital structure of SMEs. The empirical model that includes not only firm factors (firm size, asset structure, profitability, growth, business risk and age) but also regional institutional factors, better explains the debt of SMEs.

This evidence is in line with previous empirical studies that confirm that the institutional factors influence how the firms are financed (Demirgüç-Kunt & Maksimovic, 1999; Booth et al., 2001; Giannetti, 2003; De Jong et al., 2008; González & González, 2008; Hernández-Cánovas & Koëter-Kant, 2011; Fan et al., 2012 cross-country comparisons; and La Rocca et al. 2010 cross-region comparisons). Our findings should help the policymaker to understand the origin of regional asymmetries in the financing of SMEs and to succeed in reducing said differences. This fact is highly relevant in the prevention of regional disparities.

For future research along these lines, we propose: a) finding and analysing other institutional factors that affect the capital structure of SMEs; and b) comparing the regional results of Spain with those of other countries.
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