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Abstract

This paper provides several tests for skewness, kurtosis, and normality for the heterogeneity and the idiosyncratic error terms in a one-way component varying coefficient panel data model. However, the methodology is rather general and it can be applied to other models of interest. Using nonparametric residuals, the test statistics are derived in a moment condition framework. As in order to obtain these test statistics calculation of higher order moments are needed, we also propose an alternative technique to estimate them. Finally, and as a by-product, to obtain the nonparametric residuals we propose a local constant estimator that is based on a pairwise differencing transformation of the original model. It turns out that this estimator, under some standard assumptions, exhibits the same properties than others in the field, but its calculation is much simpler and it does not require iterative steps. The proposed estimators and test statistics are augmented by simulation studies and they are also illustrated in an empirical analysis about the technical efficiency of the European Union companies.\textsuperscript{[1]}
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1 Introduction

This paper is concerned with the nonparametric estimation and testing of panel data varying coefficient models when standard distributional assumptions such as normality or symmetry cannot be justified. In the last decade, this type of models has been subjected to an intensive research for several reasons: First, varying-coefficient models encompass a great variety of econometric models such as partially linear models. Second, they mitigate the so-called “curse of dimensionality”. Third, they have been justified on the grounds of the economic theory, see Chamberlain (1992). However, although several authors have already investigated the problem of defining nonparametric panel data estimators, tests for normality are not exploited. See Su and Ullah (2011), Chen et al. (2013) and Rodriguez-Poo and Soberon (2016) for some surveys.

As it is well-known, the normality assumption plays a crucial role in the validity of several inferential techniques and therefore, testing for skewness and kurtosis is a relevant topic in many fields in economics such as in the financial economics literature, see for example Bai and Ng (2005), Dufour et al. (2003), Jarque and Bera (1981), Montes-Rojas and Sosa-Escudero (2011) and Premaratne and Bera (2005). In addition, in those cases in which normality is corroborated, more asymptotically efficient estimators can be proposed such as local maximum likelihood estimators. Nevertheless, although the tests above are able to detect departures away from normality in the form of skewness and kurtosis for cross-sectional or time series data, the results for panel data models are scarce. In fact, a natural complication in longitudinal data is that the lack of normality can arise from any of the two components of the composed error term and the previous tests are unable to identify which element departures from the Gaussian distribution. In a fully parametric context, in Horowitz and Markatou (1996) a technique to estimate nonparametrically the densities of the error components is proposed. Unfortunately, they do not provide a formal method to test for a pre-specified parametric density function. Also, in a fully parametric context, in Galvao et al. (2013) tests for skewness and kurtosis are derived. Nevertheless, the distribution of both coefficients is unknown and they need to approximate it through a bootstrap technique.

In this situation, the aim of this paper is twofold. On the one hand, to develop some skewness, kurtosis, and normality tests for both components of the error, jointly and separately. The test statistics are derived in a moment condition framework. Furthermore, to approximate the asymptotic distribution of these test statistics, in order to avoid bootstrap techniques, estimation of the higher order moments of the error components are needed. Then, by extending the contributions in Cox and Hall (2002) and Wu et al. (2012) we propose a technique to estimate these moments in a nonparametric panel data setting. To the best of our knowledge, this is a completely new proposal. On the other hand, since the estimators of higher order moments require the previous estimation of the varying coefficient functions, in this paper we also propose a new estimation technique based on a pairwise differencing transformation. The
interesting feature of the resulting nonparametric estimator is that it achieves nearly optimal rates of convergence without having to resort to iterative procedures such as those proposed in Wang (2003), Henderson et al. (2008), Qian and Wang (2012), and Rodriguez-Poo and Soberon (2015), among others.

As a by-product of the previous contributions, note that estimators of higher order moments are obtained in an easy-to-compute closed form expressions that can be applied to several fields such as non-linear, semi-parametric or nonparametric panel data models. Also, the asymptotic distribution of the different test statistics under the null hypothesis, the consistency of higher order moment estimators, and the nearly optimal asymptotic behavior of the varying coefficient estimators are all obtained without no further distributional assumptions on the error components. Furthermore, correlation between the unobserved individual effects and some/all the covariates of the model is allowed for. We would like to emphasize that our proposal to estimate higher order moments and the battery of tests could be also based on residuals obtained from a fully parametric model. However, for the sake of generality, we decided to work in the nonparametric setting. Needless to say that all results in this paper are straightforwardly applied to fully parametric panel data models.

Finally, to illustrate the usefulness of the results of this paper a Monte Carlo study is conducted to assess the finite sample performance of the proposed estimators and test statistics. Later, an empirical study about the production efficiency of the European Union (EU) companies is implemented. Note that the tests proposed in this paper can be also very useful for several fields such as the risk literature in which they are usually interested in the higher order moments.

The rest of the paper is organized as follows: In Section 2 we set up the model of interest and introduce the estimation of the moments of the error terms and the pairwise difference estimator. In Section 3 we study their asymptotic distributions. In Section 4 we derive some tests for skewness, kurtosis, and normality and study their asymptotic distributions. In Section 5 we apply our results to a production efficiency study and compare the estimators and test statistics considered via Monte Carlo experiments. Section 6 provides a summary of the paper. The proofs of the main results are collected in the Appendix.

2 Statistical model and estimation procedure

Assume that data are available from a varying coefficient panel data model of the form

\[ Y_{it} = X_{it}^\top m(Z_{it}) + b_i + v_{it}, \quad i = 1, \cdots, N; \quad t = 1, \cdots, T, \]  

(2.1)

where \( Y_{it} \) denotes the response variable of the individual \( i \) in the period \( t \), \( Z_{it} \) and \( X_{it} \) are vectors of covariates of dimension \( q \times 1 \) and \( d \times 1 \), respectively, and \( m(\cdot) \) is a \( d \times 1 \) vector of unknown functions to estimate. The relationship between \( Y_{it} \) and \( X_{it} \) described by (2.1)
contains an unknown individual effect \( b_i \) that is different for each individual \( i \) but, for the same individual, is constant along time. Further, these quantities are perturbed by the idiosyncratic error term \( v_{it} \). Note that in this paper we are not willing to impose any condition on the statistical relationship between \( b_i \) and the covariates of the model.

As a first step to propose some test statistics for symmetry and kurtosis, root-N estimators for higher order moments of \( v_{it} \) and \( b_i \) are derived. Let \( \epsilon_{it} = b_i + v_{it} \) be defined as the sum of two independent random variables with zero mean, Wu et al. (2012) state that it is possible to define the following set of nonlinear functions

\[
f^k_j(i) = \sum_{t=1}^{T} \epsilon_{it} \left[ \sum_{t=1}^{T} \epsilon_{it} \right]^{k-j}, \quad 1 \leq j \leq k,
\]

that can be approximated through the following Lemma.

**Lemma 2.1** Let \( a \land b \) and \( a \lor b \) be the minimum and maximum, respectively, of two real numbers \( a \) and \( b \), we have

\[
f^k_j(i) = \sum_{\ell=0}^{k} \sum_{r=(\ell-k+j)\lor 0}^{r} \left( \frac{j}{r} \right) \left( \frac{k-j}{\ell-r} \right) \left( \sum_{t=1}^{T} v_{it}^r \right) \left( \sum_{t=1}^{T} v_{it} \right)^{\ell-r} b_i^{k-\ell} T^{k-j-\ell+r}.
\]

Note that this lemma is based on simple calculus, but it is very appealing for our purpose since many of the terms in the expansion of \( f^k_j(i) \) will vanish when we take expectations. Thus, it provides a set of estimating equations, each of them leading to consistent estimators. In order to obtain the efficient estimator for

\[
\sigma_v^2 = E(v_{it}^2), \quad \sigma_b^2 = E(b_i^2), \quad \gamma_v^k = E(v_{it}^k) \quad \text{and} \quad \gamma_b^k = E(b_i^k),
\]

finding a suitable combination of these polynomial functions of the residuals is essential when \( k = 3, 4, \ldots, 8 \).

If we focus our attention on the second moments of the idiosyncratic error term, \( \sigma_v^2 \), from Lemma 2.1, we obtain

\[
f^2_2(i) = \sum_{t=1}^{T} v_{it}^2 + T b_i^2 + 2 b_i \sum_{t=1}^{T} v_{it},
\]

\[
f^2_1(i) = T^2 b_i^2 + 2 T b_i \sum_{t=1}^{T} v_{it} + \left( \sum_{t=1}^{T} v_{it} \right)^2,
\]

and \( \sigma_v^2 \) can be represented in terms of the \( f^* \)'s, i.e.,

\[
E \left[ T f^2_2(i) - f^2_1(i) \right] = T(T-1)\sigma_v^2.
\]
As the reader can notice, this equation does not incorporate \( b_i \), so it may serve as a basis for the estimation of \( \sigma_v^2 \). Then, averaging over \( 1 \leq i \leq N \) and replacing the unknown \( \epsilon_{it} \) with the residuals \( \hat{\epsilon}_{it} \), the estimator of \( \sigma_v^2 \) has the form

\[
\hat{\sigma}_v^2 = \frac{1}{NT(T - 1)} \sum_{i=1}^{N} \left[ \sum_{t=1}^{T} \hat{\epsilon}_{it}^2 - \left( \sum_{t=1}^{T} \hat{\epsilon}_{it} \right)^2 \right],
\]

(2.2)

where \( \hat{\epsilon}_{it} = Y_{it} - X_{it}^\top \hat{m}(Z_{it}; H) \) and \( \hat{m}(Z_{it}; H) \) is a nonparametric estimator that will be defined in the next section.

Similarly, combining these expressions as

\[
E[f_2^2(i) - f_2^2(i)] = T(T - 1)\sigma_b^2
\]

we can propose an estimator for \( \sigma_b^2 \)

\[
\hat{\sigma}_b^2 = \frac{1}{NT(T - 1)} \sum_{i=1}^{N} \left[ \left( \sum_{t=1}^{T} \hat{\epsilon}_{it} \right)^2 - \sum_{t=1}^{T} \hat{\epsilon}_{it}^2 \right].
\]

(2.3)

As pointed out in Wu et al. (2012), this lemma enables us to obtain estimators for the second order moment without having to impose distributional assumptions on \( b_i \) or \( v_{it} \). However, for \( \gamma_k^b \) and \( \gamma_k^v \) things are more complex since there are several \( f_j^k(i) \) to combine and some combinations can lead to inefficient estimators in terms of the variance. In the next section, we present the suitable combination that provides the estimators of the higher order moments with the minimal variance.

### 2.1 Estimation of the higher order moments

Focusing on the third and fourth order moments for \( \gamma_k^v \) and \( \gamma_k^b \), from Lemma 2.1, we can write

\[
E[2f_1^3(i) + T^2 f_3^3(i) - 3T f_2^3(i)] = T(T - 1)(T - 2)\gamma_v^3
\]

from which the estimator for \( \gamma_v^3 \) has the form

\[
\hat{\gamma}_v^3 = \frac{1}{NT(T - 1)(T - 2)} \sum_{i=1}^{N} \left[ 2 \left( \sum_{t=1}^{T} \hat{\epsilon}_{it} \right)^3 + T^2 \sum_{t=1}^{T} \hat{\epsilon}_{it}^3 - 3T \left( \sum_{t=1}^{T} \hat{\epsilon}_{it}^2 \right) \sum_{t=1}^{T} \hat{\epsilon}_{it} \right].
\]

(2.4)

Similarly, for \( \gamma_b^3 \) we obtain the following estimating equation

\[
E[f_1^3(i) - 3f_2^3(i) + 2f_3^3(i)] = T(T - 1)(T - 2)\gamma_b^3
\]

so the resulting estimator for \( \gamma_b^3 \) is

\[
\hat{\gamma}_b^3 = \frac{1}{NT(T - 1)(T - 2)} \sum_{i=1}^{N} \left[ \left( \sum_{t=1}^{T} \hat{\epsilon}_{it} \right)^3 - 3 \left( \sum_{t=1}^{T} \hat{\epsilon}_{it}^2 \right) \sum_{t=1}^{T} \hat{\epsilon}_{it} + 2 \sum_{t=1}^{T} \hat{\epsilon}_{it}^3 \right].
\]

(2.5)
Finally, from Lemma 2.1 we obtain several polynomial functions to combine, i.e. \( f_j^4(i) \), for \( 1 \leq j \leq 4 \). Then, there are a great deal of possible combinations that lead to consistent estimators, but some of them can be inefficient. However, following Wu et al. (2012), the proper combination that provides the efficient estimator for \( \gamma_v^4 \) is

\[
E \left[ (T^2 - 2T + 3)(Tf_1^4(i) - 4f_3^4(i)) + 6Tf_2^4(i) - 3f_1^4(i) - 3(2T - 3)f_5^4(i) \right] = T(T-1)(T-2)(T-3)\gamma_v^4,
\]

where \( f_5^4(i) = \left( \sum_{t=1}^T \hat{e}_{it}^2 \right)^2 \). Therefore, the resulting estimator for \( \gamma_v^4 \) is

\[
\hat{\gamma}_v^4 = \frac{1}{NT(T-1)(T-2)(T-3)} \sum_{i=1}^N \left[ (T^2 - 2T + 3) \left( T \sum_{t=1}^T \hat{e}_{it}^4 - 4 \sum_{t=1}^T \hat{e}_{it}^2 \sum_{t=1}^T \hat{e}_{it} \right) + 6T \sum_{t=1}^T \hat{e}_{it}^2 \left( \sum_{t=1}^T \hat{e}_{it} \right)^2 - 3 \left( \sum_{t=1}^T \hat{e}_{it} \right)^4 - 3(2T - 3) \left( \sum_{t=1}^T \hat{e}_{it}^2 \right)^2 \right].
\] (2.6)

Meanwhile, for \( \gamma_b^4 \) we propose the following estimating equation

\[
E \left[ f_1^4(i) - 6f_2^4(i) + 8f_3^4(i) + 6f_4^4(i) + 3f_5^4(i) \right] = T(T-1)(T-2)(T-3)\gamma_b^4
\]

so the resulting estimator for \( \gamma_b^4 \) is of the form

\[
\hat{\gamma}_b^4 = \frac{1}{NT(T-1)(T-2)(T-3)} \sum_{i=1}^N \left[ \left( \sum_{t=1}^T \hat{e}_{it} \right)^4 - 6 \sum_{t=1}^T \hat{e}_{it}^2 \left( \sum_{t=1}^T \hat{e}_{it} \right)^2 + 8 \sum_{t=1}^T \hat{e}_{it}^3 \sum_{t=1}^T \hat{e}_{it} \right]
\]

\[
- 6 \sum_{t=1}^T \hat{e}_{it}^4 + 3 \left( \sum_{t=1}^T \hat{e}_{it}^2 \right)^2 \right].
\] (2.7)

Note that all these estimators are based on the residuals of a varying coefficient nonparametric panel data model, i.e. \( \hat{e}_{it} = Y_{it} - X_{it}^\top \hat{m}(Z_{it}; H) \). As an estimator for \( m(\cdot) \), in the next section we propose a local constant estimator based on pairwise differences.

### 2.2 Pairwise difference estimation

As it is well-known, differencing techniques are usually used to remove the unobserved individual heterogeneity from the regression model to estimate. However, the transformed regression model appears as an additive function and iterative techniques such as marginal integration or backfitting are needed, see Wang (2003), Henderson et al. (2008), Qian and Wang (2012), and Rodriguez-Poo and Soberon (2015), among others. To avoid this situation, in this section a pairwise differencing transformation is proposed.

Note that this differencing technique is specially appealing because of two reasons. First, it removes the individual effects from the regression model to estimate. Second, it enables us to
obtain some efficiency gains concerning to the estimator because this transformation considers all time-dependences within the observations of each individual.

Inspired by Stromberg et al. (2000) and Honoré and Powell (2005), the pairwise differencing transformation implies subtracting from time \( t \) of (2.1) time \( s, \) for \( s \neq t, \) yielding

\[
Y_{it} - Y_{is} = X_{it}^T m(Z_{it}) - X_{is}^T m(Z_{is}) + v_{it} - v_{is}, \quad i = 1, \ldots, N; \quad t, s = 1, \ldots, T, \quad s \neq t. \quad (2.8)
\]

Direct estimation of \( m(\cdot) \) in (2.8) through any standard nonparametric technique ends up in a non-negligible asymptotic bias, see for example Rodriguez-Poo and Soberon (2015) for further details. In order to overcome it, we define a kernel weight that controls the distance between any \( Z_{it}, Z_{is}. \)

To illustrate this technique we start by the simplest case \((d = q = 1)\). In this situation, the proposed technique to estimate \( m(\cdot) \) and its derivatives is to approximate \( m(\cdot) \) through a Taylor expansion in any \( z \in A, \) where \( A \) is a compact subset in a non-empty interior of \( R, \) obtaining

\[
X_{it} m(Z_{it}) - X_{is} m(Z_{is}) \approx (X_{it} - X_{is}) m(z) + [X_{it}(Z_{it} - z) - X_{is}(Z_{is} - z)] m'(z) + \frac{1}{2} [X_{it}(Z_{it} - z)^2 - X_{is}(Z_{is} - z)^2] m''(z) + \cdots + \frac{1}{p!} [X_{it}(Z_{it} - z)^p - X_{is}(Z_{is} - z)^p] m^{(p)}(z)
\]

\[
\equiv \sum_{\lambda=0}^{p} \beta_{\lambda} [X_{it}(Z_{it} - z)^\lambda - X_{is}(Z_{is} - z)^\lambda]. \quad (2.9)
\]

That suggests that we estimate \( m(z), m'(z), \ldots, m^{(p)}(z) \) by regressing \( Y_{it} - Y_{is} \) on the terms of the right-hand side of (2.9) with kernel weights.

Focusing on the particular case \( p = 0 \) and defining \( \tilde{Y}_{its} = Y_{it} - Y_{is} \) and \( \tilde{X}_{its} = X_{it} - X_{is}, \) the unknown \( \beta = m(z) \) can be estimated by minimizing the following criterion function,

\[
\sum_{i=1}^{N} \sum_{t=1}^{T-1} \sum_{s=t+1}^{T} (\tilde{Y}_{its} - \tilde{X}_{its}^\top \beta)^2 K_H(Z_{it} - z)K_H(Z_{is} - z), \quad (2.10)
\]

see Fan and Gijbels (1995) and Ruppert and Wand (1994), where \( H \) is a \( q \times q \) symmetric positive-definite bandwidth matrix and, for each \( u, \) \( K \) a multivariate kernel such as

\[
\int K(u)du = 1 \quad \text{and} \quad K_H(u) = |H|^{-1/2}K(H^{-1/2}u).
\]

Let \( \hat{\beta} \) be the minimizer of (2.10). It is equal to

\[
\hat{m}(z; H) = S_{\tilde{X}\tilde{X}}^{-1}(z)S_{\tilde{X}\tilde{Y}}(z), \quad (2.11)
\]

where

\[
S_{\tilde{X}\tilde{X}}(z) = \left(T\right)^{-1} \frac{1}{N} \sum_{i=1}^{N} \sum_{t=1}^{T-1} \sum_{s=t+1}^{T} K_H(Z_{it} - z)K_H(Z_{is} - z)\tilde{X}_{its}\tilde{X}_{its}^\top,
\]

\[
S_{\tilde{X}\tilde{Y}}(z) = \left(T\right)^{-1} \frac{1}{N} \sum_{i=1}^{N} \sum_{t=1}^{T-1} \sum_{s=t+1}^{T} K_H(Z_{it} - z)K_H(Z_{is} - z)\tilde{Y}_{its}\tilde{X}_{its}^\top,
\]
and

$$S_{\tilde{X}\tilde{Y}}(z) = \left( \frac{T}{2} \right)^{-1} \frac{1}{N} \sum_{i=1}^{N} \sum_{t=1}^{T-1} \sum_{s=t+1}^{T} K_{H}(Z_{it} - z)K_{H}(Z_{is} - z)\tilde{X}_{its}\tilde{Y}_{its}.$$ 

Following this technique, it is straightforward to provide a local linear estimator for $m(\cdot)$. However, we believe that the local constant estimator is enough to obtain residuals with good properties for the estimation of the higher order moments.

3 Asymptotic properties

In order to show the asymptotic properties of the estimators proposed in the previous section, let us consider some assumptions.

Assumption 3.1 Let $\{(Y_{it}, Z_{it}, X_{it})\}$ be a set of independent and identically distributed (i.i.d.) $\mathbb{R}^{1+q+d}$-random variables in the subscript $i$ for each fixed $t$, and strictly stationary over $t$ for fixed $i$.

Assumption 3.2 The random errors $v_{it}$ are i.i.d. with zero mean and finite variance, $\sigma^2_{v} < \infty$, and are independent of $X_{it}$ and $Z_{it}$ for all $i$ and $t$. The individual effect $b_{i}$ is i.i.d. with zero mean and finite variance, $\sigma^2_{b} < \infty$. Also, $b_{i}$ is independent of all $v_{it}$.

Assumption 3.3 Let $f_{Z_{1}}(\cdot)$ be the probability density function of $Z_{1}$. All density functions are continuously differentiable in all their arguments and they are bounded away from zero in any point of their support.

Assumption 3.4 Let $||A|| = \sqrt{\text{tr}(A^{\top}A)}$, $E \left[ ||\tilde{X}_{its}\tilde{X}_{its}^{\top}||^2 | Z_{it} = z_{1}, Z_{is} = z_{2} \right]$ is bounded and uniformly continuous in its support. In addition, the matrix function $E \left[ \tilde{X}_{its}\tilde{X}_{its}^{\top} | Z_{it} = z_{1}, Z_{is} = z_{2} \right]$ is bounded and uniformly continuous in its support, $Z$.

Assumption 3.5 The matrix $E \left[ \tilde{X}_{its}\tilde{X}_{its}^{\top} | Z_{it} = z_{1}, Z_{is} = z_{2} \right]$ is positive definite for any interior point of $(z_{1}, z_{2})$ in the support of $f_{Z_{it}, Z_{is}}(z_{1}, z_{2})$.

Assumption 3.6 Let $z$ be an interior point in the support of $f_{Z_{1}}$. All second-order derivatives of $m_{1}(\cdot), m_{2}(\cdot), \ldots, m_{d}(\cdot)$ are bounded and uniformly continuous.

Assumption 3.7 The $q$-variate kernel functions $K$ are compactly supported and bounded such that $\int uu^{\top}K(u)du = \mu_{2}(K)I_{q}$ and $\int K^{2}(u)du = R(K)$, where $\mu_{2}(K) \neq 0$ and $R(K) \neq 0$ are scalars and $I_{q}$ is the $q \times q$ identity matrix. In addition, all odd-order moments of $K$ vanish, that is $\int u_{1}^{t_{1}} \cdots u_{q}^{t_{q}}K(u)du = 0$, for all nonnegative integers $t_{1}, \ldots, t_{q}$ such that their sum is odd.
**Assumption 3.8** The bandwidth matrix $H$ is symmetric and strictly definite positive. Also, as $N \to \infty$ each entry of the matrix tends to zero in such a way that $N |H| \to \infty$.

**Assumption 3.9** For some $\delta > 0$, the following function $E \left[ |X_{it}v_{it}|^{2+\delta} |Z_{it} = z_1, Z_{is} = z_2 \right]$ is bounded and uniformly continuous in any point of their support.

Assumptions 3.1 and 3.2 are standard in panel data analysis although other time-dependence settings could be considered. However, since the asymptotic properties of the proposed estimator are analyzed for panels with large cross-section and fixed time-series dimension, it is enough to assume strict stationarity. Assumptions 3.3, 3.4 and 3.6 are basically smoothness and boundedness conditions on the density function and moments functionals. Assumption 3.5 is a generalization of the well-known rank condition of parametric models that guarantees that $m(\cdot)$ is identified. Also, Assumptions 3.7 and 3.8 are standard in the literature of the local linear regression for the kernel function and bandwidth matrix. Finally, Assumption 3.9 guarantees that a multivariate version of the Lindeberg-Lévy central limit theorem for $N \to \infty$ and fixed $T$ can be used to establish the asymptotic normality of this estimator.

Under these assumptions, we obtain the following result for $\hat{m}(z; H)$.

**Theorem 3.1** Under Assumptions 3.1-3.9, as $N$ tends to infinity and $T$ is fixed

$$\sqrt{N|H|}(\hat{m}(z; H) - m(z) - B(z; H)) \xrightarrow{d} N(0, V(z; H)),$$

where

$$B(z; H) = \mu_2(K) \left[ \text{diag}d(\text{tr}(HD_f(z)D_{m_r}(z))) \imath_d f_{Z_{it}, Z_{is}}(z, z) + \frac{1}{2} \text{diag}d(\text{tr}(H\mathcal{H}_{mr}(z))) \imath_d \right]$$

$$V(z; H) = \left( \frac{T}{2} \right)^{-1} 2\sigma^2 R^2(K) B_{\tilde{X}\tilde{X}}^{-1}(z,z),$$

for $r = 1, \ldots, d$, $D_{m_r}$ is the first-order derivative vector of the $r$th component of $m(\cdot)$, $\mathcal{H}_{mr}(z)$ the Hessian matrix, $D_f(z)$ the first-order derivative vector of the density function, and

$$B_{\tilde{X}\tilde{X}}(z,z) = E \left[ \tilde{X}_{its}\tilde{X}_{its}^\top | Z_{it} = z, Z_{is} = z \right] f_{Z_{it}, Z_{is}}(z, z).$$

In addition, $\text{diag}d(\text{tr}(H\mathcal{H}_{mr}(z)))$ and $\text{diag}d(\text{tr}(HD_f(z)D_{m_r}(z)))$ stand for a diagonal matrix of elements of $\text{tr}(H\mathcal{H}_{mr}(z))$ and $\text{tr}(HD_f(z)D_{m_r}(z))$, respectively, being $\imath_d$ a $d \times 1$ unit vector.

The proof of this theorem is postponed to the Appendix. Furthermore, we also need the following result.

**Theorem 3.2** Under Assumptions 3.1-3.9, as $N$ tends to infinity and $T$ is fixed

$$\sup_{z \in A} \| \hat{m}(z; H) - m(z) \| = O_p \left( \text{tr}(H) + \left( \frac{\log N}{N|H|} \right)^{1/2} \right).$$
The proof of this result follows the same lines as in Theorem 8 in Hansen (2008), so it is omitted.

The results shown in Theorem 3.1 are rather standard. However, there are some differences that need to be pointed out. More precisely, as far as we have more curvature in \( m(\cdot) \) the bias is enlarged. On its part, the variance will be penalized when \( H \) is large and when there is sparser data near \( z \). In addition, a useful feature of this estimation scheme is its computational simplicity. In one step it is possible to obtain a nonparametric estimator which almost achieves the optimal rate of convergence of this type of problems, i.e. \( N|H|^{1/2} \).

Focusing now on the asymptotic properties of the estimators of the higher order moments of the error components, we also need the following assumption.

**Assumption 3.10** For fixed \( i \), there is a \( \delta > 0 \) such that \( E\|X_{it}^k\epsilon_{it}\|^{2+\delta} < \infty \), for \( k = 2, 3, \ldots, 8 \).

Assumption 3.10 is needed to bound high order moments related to the residuals obtained in a nonparametric framework. Specifically, the main implication of these assumptions is that inference on disturbances can be performed using these residuals since the estimation of \( m(\cdot) \) does not affect the limiting distributions of the skewness coefficient, kurtosis, and normality tests as \( N \to \infty \) and \( T \) fixed.

The next theorem contains the main statistical properties of the variance estimators of both random error and unobserved individual heterogeneity.

**Theorem 3.3** Under Assumptions 3.1-3.10, when both \( \gamma_v^4 = E(v_{it}^4) \) and \( \gamma_b^4 = E(b_i^4) \) are finite, as \( N \to \infty \) and \( T \) is fixed we have

\[
\sqrt{\frac{N}{T}}(\hat{\sigma}_v^2 - \sigma_v^2) \quad \xrightarrow{d} \quad \mathcal{N}(0, \mu_v^2)
\]

and

\[
\sqrt{\frac{N}{T}}(\hat{\sigma}_b^2 - \sigma_b^2) \quad \xrightarrow{d} \quad \mathcal{N}(0, \mu_b^2),
\]

where \( \mu_v^2 = \gamma_v^4 - \sigma_v^4 + \frac{2\sigma_v^4}{(T-1)} \) and \( \mu_b^2 = \gamma_b^4 - \sigma_b^4 + \frac{4}{T} \sigma_b^2 \sigma_v^2 + \frac{2\sigma_v^4}{T(T-1)} \).

The proof of this result is shown in the Appendix.

Finally, the following theorem contains the main asymptotic properties of the estimators for the third and fourth order moments of both \( b_i \) and \( v_{it} \).

**Theorem 3.4** Under Assumptions 3.1-3.10, when \( \gamma_v^6 = E(v_{it}^6) \), \( \gamma_b^6 = E(b_i^6) \), \( \gamma_v^8 = E(v_{it}^8) \) and \( \gamma_b^8 = E(b_i^8) \) are finite, as \( N \to \infty \) and \( T \) is fixed,

\[
\sqrt{\frac{N}{T}}(\hat{\gamma}_v^3 - \gamma_v^3) \quad \xrightarrow{d} \quad \mathcal{N}(0, \mu_v^3),
\]

\[
\sqrt{\frac{N}{T}}(\hat{\gamma}_b^3 - \gamma_b^3) \quad \xrightarrow{d} \quad \mathcal{N}(0, \mu_b^3),
\]

and

\[
\sqrt{\frac{N}{T}}(\hat{\gamma}_v^4 - \gamma_v^4) \quad \xrightarrow{d} \quad \mathcal{N}(0, \mu_v^4),
\]

\[
\sqrt{\frac{N}{T}}(\hat{\gamma}_b^4 - \gamma_b^4) \quad \xrightarrow{d} \quad \mathcal{N}(0, \mu_b^4),
\]
where

\[ \mu _b^3 = \gamma _b^6 - (\gamma _b^3)^2 + \frac{9}{T} \gamma _b^4 \sigma _v^2 + \frac{18 \sigma_b^2 \sigma_v^4}{T(T-1)} + \frac{6 \sigma_v^6}{T(T-1)(T-2)}, \]

\[ \mu _v^3 = \gamma _v^6 - (\gamma _v^3)^2 + \left( \frac{9}{(T-1)} - 6 \right) \gamma _v^4 \sigma _v^2 + \frac{9 (\gamma _v^3)^2}{(T-1)} + \left( \frac{24}{(T-1)(T-2)} + 9 \right) \sigma_v^6, \]

\[ \mu _b^4 = \gamma _b^8 - (\gamma _b^4)^2 + \frac{16}{T} \gamma _b^6 \sigma _v^2 + \frac{72 \gamma _b^4 \sigma_v^4}{T(T-1)} + \frac{96 \sigma_b^2 \sigma_v^6}{T(T-1)(T-2)} + \frac{24 \sigma_v^8}{T(T-1)(T-2)(T-3)}, \]

\[ \mu _v^4 = \gamma _v^8 - (\gamma _v^4)^2 - 8 \gamma _v^5 \gamma _v^3 + \frac{16}{(T-1)} \gamma _v^6 \sigma_v^2 + \frac{16}{(T-1)} (\gamma _v^4)^2 + \left( \frac{72}{(T-1)(T-2)} + 16(T-2) \right) (\gamma _v^3)^2 \sigma_v^2 \]

\[ + \left( \frac{72}{(T-1)(T-2)} - 96 \right) \gamma _v^4 \sigma_v^4 + \left( \frac{216}{(T-1)(T-2)(T-3)} + \frac{72(T-3)}{(T-1)(T-2)} \right) \sigma_v^8. \]

The proof of this result is shown in the Appendix.

Looking at the results of Theorem 3.3 and 3.4, it can be pointed out that the estimators proposed here for the higher order moments are asymptotically normal. In addition, given that \( \mu _b^j \) and \( \mu _v^j \), for \( j = 2, 3, 4 \), denote the minimum variances when \( N \) goes to infinity and \( T \) is fixed, they can be achieved for empirical estimators based on the true \( b_i \) and \( v_{it} \), respectively.

Finally, in order to estimate the asymptotic variances in Theorem 3.3 and 3.4 consistent estimators for the fifth, sixth and eighth order moments of \( v_{it} \) and \( b_i \) have to be computed. In particular, the following estimators for these terms can be proposed using Lemma 2.1.

\[ \hat{\gamma} _v^5 = \frac{1}{NT(T-1)(T-2)} \sum_{i=1}^{N} \left[ T^2 \sum_{t=1}^{T} \hat{\epsilon} _{it}^5 - 3T \sum_{t=1}^{T} \hat{\epsilon} _{it}^4 \left( \sum_{s=1}^{T} \hat{\epsilon} _{is} \right) + 2 \sum_{t=1}^{T} \hat{\epsilon} _{it}^3 \left( \sum_{t=1}^{T} \hat{\epsilon} _{it} \right)^2 \right] \]

\[ - \frac{1}{(T-2)} \left( 2 \gamma _v^3 \sigma_v^2 - 6 \gamma _v^3 \sigma_b^2 - 2T \gamma _v^3 \sigma_v^2 \right), \quad (3.1) \]

\[ \hat{\gamma} _b^5 = \frac{1}{NT(T-1)(T-2)} \sum_{i=1}^{N} \left[ \sum_{t=1}^{T} \hat{\epsilon} _{it}^3 \left( \sum_{t=1}^{T} \hat{\epsilon} _{it} \right)^2 - 3 \sum_{t=1}^{T} \hat{\epsilon} _{it}^4 \left( \sum_{s=1}^{T} \hat{\epsilon} _{is} \right) + 2 \sum_{t=1}^{T} \hat{\epsilon} _{it}^5 \right] \]

\[ - \frac{1}{(T-2)} \left[ \gamma _b^3 \sigma_b^2 + (T-5) \sigma_b^2 \gamma _b^3 + (3T-8) \gamma _b^3 \sigma_v^2 \right], \quad (3.2) \]

\[ \hat{\gamma} _v^6 = \frac{1}{NT(T-1)(T-2)} \sum_{i=1}^{N} \left[ T^2 \sum_{t=1}^{T} \hat{\epsilon} _{it}^6 - 3T \sum_{t=1}^{T} \hat{\epsilon} _{it}^5 \left( \sum_{t=1}^{T} \hat{\epsilon} _{it} \right) + 2 \sum_{t=1}^{T} \hat{\epsilon} _{it}^4 \left( \sum_{t=1}^{T} \hat{\epsilon} _{it} \right)^2 \right] \]

\[ - \frac{1}{(T-2)} \left[ 2 \gamma _v^4 \sigma_v^2 + 12 \sigma_v^2 (\gamma _v^2)^2 + 2(T-6) \sigma_b^2 \gamma _v^4 - 2(T+4) \gamma _b^3 \gamma _v^3 - 3T \gamma _b^4 \sigma_v^2 \right], \quad (3.3) \]

\[ \hat{\gamma} _b^6 = \frac{1}{NT(T-1)(T-2)} \sum_{i=1}^{N} \left[ \sum_{t=1}^{T} \hat{\epsilon} _{it}^4 \left( \sum_{t=1}^{T} \hat{\epsilon} _{it} \right)^2 - 3 \sum_{t=1}^{T} \hat{\epsilon} _{it}^5 \left( \sum_{t=1}^{T} \hat{\epsilon} _{it} \right) + 2 \sum_{t=1}^{T} \hat{\epsilon} _{it}^6 \right] \]

\[ - \frac{1}{(T-2)} \left[ \gamma _v^4 \sigma_v^2 + 6 \sigma_v^2 (\gamma _v^2)^2 + (T-6) \sigma_b^2 \gamma _v^4 + 2(2T-7) \gamma _b^3 \gamma _v^3 + 3(2T-5) \gamma _b^4 \sigma_v^2 \right], \quad (3.4) \]
Theorem 4.1

Suppose that $\gamma_{3.1-3.10}$ hold, as $\hat{\gamma}$.

In this section we provide tests for skewness, kurtosis, and normality in the individual and the idiosyncratic error components.

In addition, under the assumptions of Theorem 4.4 it is possible to show that $\gamma_v \xrightarrow{p} \gamma_v$, $\hat{\gamma}_v \xrightarrow{p} \gamma_v$, and $\hat{\beta}_{2.6} \xrightarrow{p} \gamma_v$ as $N \to \infty$ and $T$ is fixed. Similar results are obtained for $b_t$.

### 4 Testing

In this section we provide tests for skewness, kurtosis, and normality in the individual and the idiosyncratic error components.

#### 4.1 Testing for skewness

In order to test for skewness in both the individual heterogeneity and the remainder components, the quantities of interest for each component are $SK_v = \gamma_v^3 / \sigma_v^3$ and $SK_b = \gamma_b^3 / \sigma_b^3$, respectively.

In this section, we derive the limiting distribution of the corresponding test statistics under arbitrary $SK_v$ and $SK_b$. Note that the simplicity of this result enables us to propose a test for symmetry, that is, we can test the null hypothesis of $SK_v = 0$ and/or $SK_b = 0$.

In this case, the proposed statistics are

$$\hat{SK}_v = \frac{\hat{\gamma}_v^3}{\hat{\sigma}_v^3} \quad \text{and} \quad \hat{SK}_b = \frac{\hat{\gamma}_b^3}{\hat{\sigma}_b^3},$$

where $\hat{\sigma}_v^3 = (\hat{\sigma}_v^2)^{3/2}$ and $\hat{\sigma}_b^3 = (\hat{\sigma}_b^2)^{3/2}$, while $\hat{\gamma}_v^3$, $\hat{\gamma}_b^3$, $\hat{\sigma}_v^2$, and $\hat{\sigma}_b^2$ are the consistent estimators for $\gamma_v^3$, $\gamma_b^3$, $\sigma_v^2$, and $\sigma_b^2$, respectively, obtained previously.

**Theorem 4.1** Suppose that $\gamma_v^6 = E(v_v^6)$ and $\gamma_b^6 = E(b_b^6)$ are finite. Assuming conditions 3.1-3.10 hold, as $N \to \infty$ and $T$ is fixed, we have

$$\sqrt{N}(\hat{SK}_v - SK_v) \xrightarrow{d} N\left(0, \frac{\alpha_v^\top \Gamma_v \alpha_v}{T\sigma_v^6}\right),$$

$$\sqrt{N}(\hat{SK}_b - SK_b) \xrightarrow{d} N\left(0, \frac{\alpha_b^\top \Gamma_b \alpha_b}{\sigma_b^6}\right),$$
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where \( \alpha_v = \left[ 1, -\frac{3SK_v\sigma_v}{2} \right]^\top \) and \( \alpha_b = \left[ 1, -\frac{3SK_b\sigma_b}{2} \right]^\top \) are vectors of dimension \( 2 \times 1 \), while \( \Gamma_v \) and \( \Gamma_b \) are \( 2 \times 2 \) matrices of the form

\[
\Gamma_v = \begin{bmatrix}
\mu_v^3, & \mu_v^3 \\
\mu_v^2, & \mu_v^2
\end{bmatrix}
\quad \text{and} \quad
\Gamma_b = \begin{bmatrix}
\mu_b^3, & \mu_b^3 \\
\mu_b^2, & \mu_b^2
\end{bmatrix},
\]

where \( \mu_v^3 = \gamma_v^5 - \frac{4(T-10)}{T-1} \sigma_v^2 \gamma_v^3 \) and \( \mu_b^3 = \gamma_b^5 - \gamma_b^3 \sigma_b^2 + \frac{6}{T} \gamma_b^3 \sigma_b^2 \). The proof of this result is shown in the Appendix.

In what follows, we obtain the distribution of these test statistics under the null hypothesis of symmetry by standardizing the previous results.

**Theorem 4.2** Suppose that \( \gamma_v^6 = E(v_i^6) \) and \( \gamma_b^6 = E(b_i^6) \) are finite. Assuming conditions 3.1-3.10 hold, under the null hypothesis of symmetry, i.e. \( SK_v = 0 \) and/or \( SK_b = 0 \), as \( N \to \infty \) and \( T \) is fixed,

\[
\hat{\pi}_{v3} = \frac{\sqrt{N\hat{SK}_v}}{sd(\hat{SK}_v)} \xrightarrow{d} \mathcal{N}(0,1),
\]

\[
\hat{\pi}_{b3} = \frac{\sqrt{N\hat{SK}_b}}{sd(\hat{SK}_b)} \xrightarrow{d} \mathcal{N}(0,1),
\]

where \( sd(\hat{SK}_v) = \frac{1}{\sqrt{T} \sigma_v^6} \hat{\Gamma}_{v0}^{1/2} \) and \( sd(\hat{SK}_b) = \frac{1}{\sqrt{T} \sigma_b^6} \hat{\Gamma}_{b0}^{1/2} \). Also, \( \hat{\sigma}_v^2, \hat{\gamma}_v^6, \hat{\Gamma}_v, \) and \( \hat{\Gamma}_b \) are the consistent estimators for \( \sigma_v^2, \gamma_v^6, \Gamma_v, \) and \( \Gamma_b \), respectively, whereas \( \hat{\Gamma}_{v0} = \hat{\gamma}_v^6 - (\frac{6T-15}{T-1}) \hat{\gamma}_v^4 \hat{\sigma}_v^2 + (\frac{9(T-2)^2+24}{(T-1)(T-2)}) \hat{\sigma}_v^6 \) and \( \hat{\Gamma}_{b0} = \hat{\gamma}_b^6 + \frac{9}{T} \hat{\gamma}_b^4 \hat{\sigma}_b^2 + \frac{18}{(T-1)} \hat{\gamma}_b^2 \hat{\sigma}_v^4 + \frac{6}{T(T-1)(T-2)} \hat{\sigma}_v^6 \).

The proof of this theorem follows the same lines as the corresponding for Theorem 4.1 so it is omitted.

This theorem indicates that a t-test for skewness can be implemented by standardizing \( \hat{SK}_v \) and \( \hat{SK}_b \) with the square root of a consistent estimator of their variances. Furthermore, \( \hat{SK}_v \) is robust to the presence of skewness (or kurtosis) in \( b_i \) even in small samples. Similarly, this result holds for \( \hat{SK}_b \).

### 4.2 Testing for kurtosis

Focus now on testing for kurtosis, the quantities of interest are \( KU_v = \gamma_v^4/\sigma_v^4 \) and \( KU_b = \gamma_b^4/\sigma_b^4 \) for the random error and individual effects, respectively. As discussed previously, we first derive the limiting distribution of the proposed statistics under arbitrary \( KU_v \) and \( KU_b \), and later we extend the results to the particular case in which \( KU_v = 3 \) and/or \( KU_b = 3 \).

The proposed statistics to construct tests for kurtosis are

\[
\hat{KU}_v = \frac{\hat{\gamma}_v^4}{\hat{\sigma}_v^4} \quad \text{and} \quad \hat{KU}_b = \frac{\hat{\gamma}_b^4}{\hat{\sigma}_b^4},
\]

(4.2)
Suppose that \( \hat{\gamma}_v^4, \hat{\gamma}_b^4, \hat{\sigma}_v^4 \) and \( \hat{\sigma}_b^4 \) are the consistent estimators obtained previously for \( \gamma_v^4, \gamma_b^4, \sigma_v^4 \) and \( \sigma_b^4 \), respectively.

**Theorem 4.3** Suppose that \( \gamma_v^8 = E(v_i^8) \) and \( \gamma_b^8 = E(b_i^8) \) are finite. Assuming conditions 3.1-3.10 hold, as \( N \to \infty \) and \( T \) is fixed,

\[
\sqrt{N}(\hat{KU}_v - KU_v) \xrightarrow{d} \mathcal{N}\left(0, \frac{\beta_v^T \Omega_v \beta_v}{T \sigma_v^8}\right),
\]

\[
\sqrt{N}(\hat{KU}_b - KU_b) \xrightarrow{d} \mathcal{N}\left(0, \frac{\beta_b^T \Omega_b \beta_b}{\sigma_b^8}\right),
\]

where \( \beta_v = [1, -2KU_v \sigma_v^2]^{\top} \) and \( \beta_b = [1, -2KU_b \sigma_b^2]^{\top} \) are vectors of dimension \( 2 \times 1 \), while \( \Omega_v \) and \( \Omega_b \) are \( 2 \times 2 \) matrices of the form

\[
\Omega_v = \begin{bmatrix} \mu_v^4, \mu_v^{42} \\ \mu_v^{42}, \mu_v^2 \end{bmatrix} \quad \text{and} \quad \Omega_b = \begin{bmatrix} \mu_b^4, \mu_b^{42} \\ \mu_b^{42}, \mu_b^2 \end{bmatrix},
\]

where \( \mu_v^{42} = \gamma_v^6 - \left(\frac{T-v}{T-1}\right) \gamma_v^4 \sigma_v^2 - \frac{12}{(T-1)} \sigma_v^6 \) and \( \mu_b^{42} = \gamma_b^6 - \gamma_b^4 \sigma_b^2 + 8 \frac{T}{T-1} \gamma_b^4 \sigma_b^2 + \frac{12}{T(T-1)} \sigma_b^2 \sigma_v^4 \).

The proof of this result is shown in the Appendix.

In the particular case in which we are interested in testing whether the kurtosis coefficient is equal to 3, the null hypothesis is \( KU_v = 3 \) and \( KU_b = 3 \). Then, by standardizing the above results we obtain the following result.

**Theorem 4.4** Suppose that \( \gamma_v^8 = E(v_i^8) \) and \( \gamma_b^8 = E(b_i^8) \) are finite. Assuming conditions 3.1-3.10 hold, under the null hypothesis that the kurtosis coefficient is equal to 3, i.e. \( KU_v = 3 \) and/or \( KU_b = 3 \), as \( N \to \infty \) and \( T \) is fixed,

\[
\hat{\pi}_{v4} = \frac{\sqrt{N}(\hat{KU}_v - 3)}{sd(\hat{KU}_v)} \xrightarrow{d} \mathcal{N}(0, 1),
\]

\[
\hat{\pi}_{b4} = \frac{\sqrt{N}(\hat{KU}_b - 3)}{sd(\hat{KU}_b)} \xrightarrow{d} \mathcal{N}(0, 1),
\]

where \( sd(\hat{KU}_v) = \frac{1}{\sqrt{T \sigma_v^8}} \left(\hat{\beta}_{v3}^{\top} \hat{\Omega}_{v3} \hat{\beta}_{v3}\right)^{1/2} \) and \( sd(\hat{KU}_b) = \frac{1}{\sqrt{T \sigma_b^8}} \left(\hat{\beta}_{b3}^{\top} \hat{\Omega}_{b3} \hat{\beta}_{b3}\right)^{1/2} \). Also, \( \hat{\beta}_{v3}, \hat{\beta}_{b3}, \hat{\Omega}_{v3}, \) and \( \hat{\Omega}_{b3} \) are the consistent estimators for \( \beta_{v3}, \beta_{b3}, \Omega_{v3}, \) and \( \Omega_{b3} \), respectively, whereas \( \hat{\beta}_{v3} = [1, -6\hat{\sigma}_v^2]^{\top} \) and \( \hat{\beta}_{b3} = [1, -6\hat{\sigma}_b^2]^{\top} \) are vectors of dimension \( 2 \times 1 \), and \( \hat{\Omega}_{v3} \) and \( \hat{\Omega}_{b3} \) are the corresponding expressions of \( \hat{\Omega}_v \) and \( \hat{\Omega}_b \) under the null, respectively.

The proof of this Theorem follows the same lines as the corresponding for Theorem 4.3, so it is therefore omitted.

As it is pointed out in Bai and Ng (2005) and Galvao et al. (2013), one of the main criticism when testing for kurtosis based on moment conditions is that skewness might influence kurtosis.
As the reader can appreciate in the results of Theorem 4.4, effectively $\tilde{KU}_v$ and $\tilde{KU}_b$ are affected by the skewness coefficient. Therefore, it is expected that $SK_v$ and $SK_b$ will likely be underestimated in practice given that the skewness coefficient can deviate these statistics substantially from its true value. Nevertheless, as we are going to show in the following, the skewness and kurtosis statistics proposed in this paper are very useful because they enable us to provide a joint test for each components of the error which assesses whether the data conform to any distribution of interest.

4.3 Testing for normality

The above skewness and kurtosis statistics provide a powerful scheme for assessing normality against a wide variety of alternative forms for each component of the error. In fact, a very appealing feature of the kurtosis statistic is that it enables us to identify how skewness affects kurtosis.

Let $\tilde{\pi}_v$ and $\tilde{\pi}_b$ be the test statistics for skewness and kurtosis, respectively, evaluated under the null hypothesis of normality of the random errors, i.e., $SK_v = 0$ and $KU_v = 3$. In this situation, it is easy to show that $\tilde{\pi}_v$ and $\tilde{\pi}_b$ are asymptotically independent. Thus, by extending the proposal in Jarque and Bera (1981) to panel data models, the proposed statistic to test for the normality of the random errors is of the form

$$\tilde{\pi}_{v4} = \tilde{\pi}_v^2 + \tilde{\pi}_b^2.$$ (4.3)

Similarly, under the null hypothesis of normality of the individual effects, $SK_b = 0$ and $KU_b = 3$, so the proposed statistic is

$$\tilde{\pi}_{b4} = \tilde{\pi}_b^2 + \tilde{\pi}_b^2,$$ (4.4)

where $\tilde{\pi}_3$ and $\tilde{\pi}_4$ are the corresponding test statistics for skewness and kurtosis evaluated under the null, respectively.

**Theorem 4.5** Suppose that $\gamma^8_v = E(v^8_{it})$ and $\gamma^8_b = E(b^8_i)$ are finite and assuming conditions 3.1-3.10 hold. Under the null hypothesis of normality, as $N \to \infty$ and $T$ is fixed,

$$\tilde{\pi}_{v4} \xrightarrow{d} \chi^2_2,$$

$$\tilde{\pi}_{b4} \xrightarrow{d} \chi^2_2.$$

The proof of this result follows the same lines as the corresponding for Theorems 4.1 and 4.3 and it is therefore omitted.
5 Monte Carlo simulations and application

To illustrate the feasibility and possible gains of the proposed method in this paper, we first carry out some simulation studies to demonstrate the finite sample performance of the estimators and tests proposed in the above sections. In addition, for the nonparametric component, the behavior of the pairwise difference estimator developed here is analyzed with respect to other estimators proposed for varying coefficient panel data models. Later, we apply the proposed method and tests to analyze a real data example.

5.1 Monte Carlo experiment

We consider the following data generating process,

\[ Y_{it} = X_{it}^{\top} m(Z_{it}) + b_i + v_{it}, \quad i = 1, \ldots, N; \quad t = 1, \ldots, T, \]

where the chosen functional form is \( m(Z_{it}) = \sin(Z_{it}\pi) \), while \( X_{it} \) and \( Z_{it} \) are random variables satisfying \( X_{it} = 0.5X_{i(t-1)} + \xi_{it} \) and \( Z_{it} = \omega_{it} + \omega_{i(t-1)} \), where \( \omega_{it} \) and \( \xi_{it} \) are generated as independent and identically distributed (i.i.d.) uniform random variables in \([0, \pi/2]\) and Gaussian random variables \( NID(0,1) \), respectively. For the random errors \( v_{it} \) and the individual effects \( b_i \), we consider the following cases:

- **DGP 1**: \( v_{it} \sim i.i.d. 0.5N(0,1) \) and \( b_i \sim i.i.d. 0.5N(0,1) \);
- **DGP 2**: \( v_{it} \sim i.i.d. 0.5\exp(N(0,1)) \) and \( b_i \sim i.i.d. 0.5t(9) \);
- **DGP 3**: \( v_{it} \sim i.i.d. 0.5t(9) \) and \( b_i \sim i.i.d. 0.5N(0,1) \);
- **DGP 4**: \( v_{it} \sim i.i.d. 0.5t(9) \) and \( b_i \sim i.i.d. 0.5\exp(N(0,1)) \);
- **DGP 5**: \( v_{it} \sim i.i.d. 0.5N(0,1) \) and \( b_i \sim i.i.d. 0.5N(0,1) \);

The simulation results are based on 1000 samples of data \( \{(X_{it}, Z_{it}, Y_{it}) : i = 1, \ldots, N, t = 1, \ldots, T\} \). The number of time observations \( T \) is set up at 4, while the number of cross-sections \( N \) is either 50, 100 and 150. The Gaussian kernel has been used and for simplicity the bandwidth is chosen following Silverman’s rule-of-thumb, i.e. \( \hat{H} = \hat{h}I = \hat{\sigma}_z(NT)^{-1/5} \), where \( \hat{\sigma}_z \) is the sample standard deviation of \( Z_{it} \). Of course, a more specific bandwidth technique could be used, but this is beyond the scope of this paper.

**The finite sample performance of the proposed estimators.** Focusing on the effectiveness of the estimators proposed in Section 2, we consider cases **DGP 1 – DGP 4**. In particular, for the higher order estimators we calculate the bias, standard deviations (SD) and the root mean squared error (RMSE), whereas the estimator for \( m(\cdot) \) is assessed via the square root of the averaged squared errors (SRASE) defined as

\[
SRASE(\hat{m}(z; H)) = \left[ \frac{1}{NT} \sum_{i=1}^{N} \sum_{t=1}^{T} (\hat{m}(Z_{it}; H) - m(Z_{it}))^2 \right]^{1/2}.
\]
Some of the representative results for the estimators of the second, third, and fourth order moments of the individual effects and random errors are listed in Table 1, whereas Table 2 presents the results of the proposed estimators. For the sake of comparison, we present the mean and SD of the SRASE of the nonparametric estimators that we consider in this study: the pairwise difference estimator (PDE) developed in this paper, the fixed effects (FEE) and the one-step backfitting (OBE) estimators proposed in Rodriguez-Poo and Soberon (2015) and the profile least square estimator (PLSE) presented in Sun et al. (2009). These results are computed together with the relative efficiencies (RE) of these estimators defined as the ratio of the SRASE of each estimator to that of the benchmark estimator (i.e., the FEE).

From Table 1 it can be pointed out that, for all $T$, as $N$ increases, the bias and the standard deviation of the estimators for the second, third, and fourth order moments of the individual and error components are reduced in all the cases of study. Also, as it was expected from their asymptotic properties described in Section 4, the MSEs of these estimators are lower.

In Table 2, the comparison between the nonparametric estimators shows that our pairwise difference estimator is very competitive. In one step, it achieves results rather similar to the one step backfitting estimator in Rodriguez-Poo and Soberon (2015), corroborating the theoretical results in Section 4. In addition, these estimators are even closer as the sample size increases. Therefore, the gain of this new estimation method is corroborated.

The finite sample performance of the skewness coefficient, kurtosis and normality test. A well-known drawback of the tests that require high order moments is that they are not theoretically valid for numerous distributions, see Bai and Ng (2005) and Galvão et al. (2013) among others. With the aim of corroborating this fact, in this experiment we assess the finite sample performance of the proposed tests under different non-Gaussianity distributions. Thus, in Table 3 the size of the tests is evaluated using some symmetric distributions as those considered in DGP1 – DGP3. Later, in Table 4 the power of the tests is assessed by considering some asymmetric distributions as those in DGP5 – DGP6.

For practical implementation, the following Wald test statistics are used to test for skewness, (i) $\hat{\pi}_{v3}$ and (ii) $\hat{\pi}_{b3}$, for kurtosis we use (iii) $\hat{\pi}_{v4}$, (iv) $\hat{\pi}_{b4}$, whereas for normality the corresponding statistics are (v) $\tilde{\pi}_{v34}$ and (vi) $\tilde{\pi}_{b34}$. Thus, under the corresponding null hypotheses, the statistics (i), (ii), (iii), and (iv) have $\chi^2_1$ asymptotic distribution, whereas (v) and (vi) have $\chi^2_2$ asymptotic distribution.

In DGP1 all the tests should have empirical size close to the level of significance. Looking at the results in Table 3, the proposed tests exhibit a very good empirical size for the different sample size considered. Even for the smaller sample size, these tests achieve the correct size.

DGP2 considers that the individual effects follow a $t_9$-Student distribution that is symmetric but presents excess kurtosis. Then, it is expected that the power of the tests for kurtosis in $b_i$ increases as the sample size increases. In fact, in Table 3 the test for kurtosis in $b_i$ exhibits non trivial empirical power, while the tests for skewness and kurtosis in $v_{it}$ not. The opposite
Table 1.
Finite sample performance of the estimators for the higher order moments.

<table>
<thead>
<tr>
<th>N</th>
<th>Remainder component</th>
<th>Individual component</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\hat{\sigma}_v^2$</td>
<td>$\hat{\gamma}_v^3$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>N=50</td>
<td>Bias</td>
<td>0.320</td>
</tr>
<tr>
<td></td>
<td>SD</td>
<td>0.077</td>
</tr>
<tr>
<td></td>
<td>MSE</td>
<td>0.328</td>
</tr>
<tr>
<td>N=100</td>
<td>Bias</td>
<td>0.291</td>
</tr>
<tr>
<td></td>
<td>SD</td>
<td>0.050</td>
</tr>
<tr>
<td></td>
<td>MSE</td>
<td>0.295</td>
</tr>
<tr>
<td>N=150</td>
<td>Bias</td>
<td>0.274</td>
</tr>
<tr>
<td></td>
<td>SD</td>
<td>0.041</td>
</tr>
<tr>
<td></td>
<td>MSE</td>
<td>0.277</td>
</tr>
<tr>
<td>N=50</td>
<td>Bias</td>
<td>0.318</td>
</tr>
<tr>
<td></td>
<td>SD</td>
<td>0.097</td>
</tr>
<tr>
<td></td>
<td>MSE</td>
<td>0.329</td>
</tr>
<tr>
<td>N=100</td>
<td>Bias</td>
<td>0.282</td>
</tr>
<tr>
<td></td>
<td>SD</td>
<td>0.058</td>
</tr>
<tr>
<td></td>
<td>MSE</td>
<td>0.286</td>
</tr>
<tr>
<td>N=150</td>
<td>Bias</td>
<td>0.277</td>
</tr>
<tr>
<td></td>
<td>SD</td>
<td>0.048</td>
</tr>
<tr>
<td></td>
<td>MSE</td>
<td>0.280</td>
</tr>
</tbody>
</table>

$v_{it} \sim i.i.d. 0.5N(0,1), \quad b_{it} \sim i.i.d. 0.5N(0,1)$
Table 2.
Finite sample performance of the estimators for the nonparametric component.

<table>
<thead>
<tr>
<th></th>
<th>FEE</th>
<th>OBE</th>
<th>PLSE</th>
<th>PDE</th>
</tr>
</thead>
<tbody>
<tr>
<td>$v_{it} \sim_{i.i.d.} 0.5\mathcal{N}(0, 1)$, $b_{i} \sim_{i.i.d.} 0.5\mathcal{N}(0, 1)$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$N=50$ Mean</td>
<td>0.500</td>
<td>0.555</td>
<td>0.769</td>
<td>0.513</td>
</tr>
<tr>
<td>SD</td>
<td>0.086</td>
<td>0.029</td>
<td>0.049</td>
<td>0.040</td>
</tr>
<tr>
<td>RE</td>
<td>1.000</td>
<td>0.337</td>
<td>0.465</td>
<td>0.465</td>
</tr>
<tr>
<td>$N=100$ Mean</td>
<td>0.448</td>
<td>0.528</td>
<td>0.763</td>
<td>0.479</td>
</tr>
<tr>
<td>SD</td>
<td>0.061</td>
<td>0.028</td>
<td>0.046</td>
<td>0.030</td>
</tr>
<tr>
<td>RE</td>
<td>1.000</td>
<td>0.466</td>
<td>0.766</td>
<td>0.500</td>
</tr>
<tr>
<td>$N=150$ Mean</td>
<td>0.426</td>
<td>0.510</td>
<td>0.769</td>
<td>0.461</td>
</tr>
<tr>
<td>SD</td>
<td>0.051</td>
<td>0.018</td>
<td>0.045</td>
<td>0.025</td>
</tr>
<tr>
<td>RE</td>
<td>1.000</td>
<td>0.352</td>
<td>0.882</td>
<td>0.490</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>FEE</th>
<th>OBE</th>
<th>PLSE</th>
<th>PDE</th>
</tr>
</thead>
<tbody>
<tr>
<td>$v_{it} \sim_{i.i.d.} 0.5\mathcal{N}(0, 1)$, $b_{i} \sim_{i.i.d.} 0.5t(9)$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$N=50$ Mean</td>
<td>0.503</td>
<td>0.555</td>
<td>0.756</td>
<td>0.511</td>
</tr>
<tr>
<td>SD</td>
<td>0.087</td>
<td>0.027</td>
<td>0.051</td>
<td>0.039</td>
</tr>
<tr>
<td>RE</td>
<td>1.000</td>
<td>0.310</td>
<td>0.586</td>
<td>0.448</td>
</tr>
<tr>
<td>$N=100$ Mean</td>
<td>0.447</td>
<td>0.529</td>
<td>0.751</td>
<td>0.479</td>
</tr>
<tr>
<td>SD</td>
<td>0.058</td>
<td>0.026</td>
<td>0.043</td>
<td>0.029</td>
</tr>
<tr>
<td>RE</td>
<td>1.000</td>
<td>0.448</td>
<td>0.741</td>
<td>0.500</td>
</tr>
<tr>
<td>$N=150$ Mean</td>
<td>0.425</td>
<td>0.511</td>
<td>0.750</td>
<td>0.462</td>
</tr>
<tr>
<td>SD</td>
<td>0.055</td>
<td>0.018</td>
<td>0.050</td>
<td>0.025</td>
</tr>
<tr>
<td>RE</td>
<td>1.000</td>
<td>0.327</td>
<td>0.909</td>
<td>0.454</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>FEE</th>
<th>OBE</th>
<th>PLSE</th>
<th>PDE</th>
</tr>
</thead>
<tbody>
<tr>
<td>$v_{it} \sim_{i.i.d.} 0.5t(9)$, $b_{i} \sim_{i.i.d.} 0.5\mathcal{N}(0, 1)$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$N=50$ Mean</td>
<td>0.498</td>
<td>0.554</td>
<td>0.772</td>
<td>0.511</td>
</tr>
<tr>
<td>SD</td>
<td>0.086</td>
<td>0.031</td>
<td>0.054</td>
<td>0.045</td>
</tr>
<tr>
<td>RE</td>
<td>1.000</td>
<td>0.360</td>
<td>0.627</td>
<td>0.511</td>
</tr>
<tr>
<td>$N=100$ Mean</td>
<td>0.445</td>
<td>0.526</td>
<td>0.766</td>
<td>0.476</td>
</tr>
<tr>
<td>SD</td>
<td>0.066</td>
<td>0.026</td>
<td>0.046</td>
<td>0.034</td>
</tr>
<tr>
<td>RE</td>
<td>1.000</td>
<td>0.393</td>
<td>0.696</td>
<td>0.515</td>
</tr>
<tr>
<td>$N=150$ Mean</td>
<td>0.433</td>
<td>0.514</td>
<td>0.764</td>
<td>0.465</td>
</tr>
<tr>
<td>SD</td>
<td>0.050</td>
<td>0.019</td>
<td>0.043</td>
<td>0.025</td>
</tr>
<tr>
<td>RE</td>
<td>1.000</td>
<td>0.380</td>
<td>0.860</td>
<td>0.500</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>FEE</th>
<th>OBE</th>
<th>PLSE</th>
<th>PDE</th>
</tr>
</thead>
<tbody>
<tr>
<td>$v_{it} \sim_{i.i.d.} 0.5t(9)$, $b_{i} \sim_{i.i.d.} 0.5t(9)$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$N=50$ Mean</td>
<td>0.498</td>
<td>0.555</td>
<td>0.767</td>
<td>0.510</td>
</tr>
<tr>
<td>SD</td>
<td>0.088</td>
<td>0.030</td>
<td>0.047</td>
<td>0.045</td>
</tr>
<tr>
<td>RE</td>
<td>1.000</td>
<td>0.341</td>
<td>0.534</td>
<td>0.511</td>
</tr>
<tr>
<td>$N=100$ Mean</td>
<td>0.450</td>
<td>0.529</td>
<td>0.765</td>
<td>0.483</td>
</tr>
<tr>
<td>SD</td>
<td>0.058</td>
<td>0.029</td>
<td>0.046</td>
<td>0.031</td>
</tr>
<tr>
<td>RE</td>
<td>1.000</td>
<td>0.500</td>
<td>0.793</td>
<td>0.534</td>
</tr>
<tr>
<td>$N=150$ Mean</td>
<td>0.431</td>
<td>0.514</td>
<td>0.758</td>
<td>0.465</td>
</tr>
<tr>
<td>SD</td>
<td>0.053</td>
<td>0.017</td>
<td>0.041</td>
<td>0.023</td>
</tr>
<tr>
<td>RE</td>
<td>1.000</td>
<td>0.320</td>
<td>0.773</td>
<td>0.433</td>
</tr>
</tbody>
</table>
Table 3.
Size and power of the symmetry, kurtosis, and normality tests.

<table>
<thead>
<tr>
<th></th>
<th>Remainder component</th>
<th>Individual component</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Level of significance</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.10</td>
<td>0.05</td>
</tr>
<tr>
<td>$v_{it} \sim_{i.i.d.} 0.5\mathcal{N}(0,1)$, $b_{i} \sim_{i.i.d.} 0.5\mathcal{N}(0,1)$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>N=50 Skewness</td>
<td>0.087</td>
<td>0.047</td>
</tr>
<tr>
<td>Kurtosis</td>
<td>0.093</td>
<td>0.052</td>
</tr>
<tr>
<td>Normality</td>
<td>0.072</td>
<td>0.033</td>
</tr>
<tr>
<td>N=100 Skewness</td>
<td>0.108</td>
<td>0.055</td>
</tr>
<tr>
<td>Kurtosis</td>
<td>0.083</td>
<td>0.054</td>
</tr>
<tr>
<td>Normality</td>
<td>0.090</td>
<td>0.052</td>
</tr>
<tr>
<td>N=150 Skewness</td>
<td>0.109</td>
<td>0.051</td>
</tr>
<tr>
<td>Kurtosis</td>
<td>0.105</td>
<td>0.057</td>
</tr>
<tr>
<td>Normality</td>
<td>0.107</td>
<td>0.052</td>
</tr>
<tr>
<td>$v_{it} \sim_{i.i.d.} 0.5\mathcal{N}(0,1)$, $b_{i} \sim_{i.i.d.} 0.5t(9)$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>N=50 Skewness</td>
<td>0.086</td>
<td>0.053</td>
</tr>
<tr>
<td>Kurtosis</td>
<td>0.062</td>
<td>0.039</td>
</tr>
<tr>
<td>Normality</td>
<td>0.063</td>
<td>0.035</td>
</tr>
<tr>
<td>N=100 Skewness</td>
<td>0.091</td>
<td>0.051</td>
</tr>
<tr>
<td>Kurtosis</td>
<td>0.067</td>
<td>0.040</td>
</tr>
<tr>
<td>Normality</td>
<td>0.078</td>
<td>0.041</td>
</tr>
<tr>
<td>N=150 Skewness</td>
<td>0.094</td>
<td>0.049</td>
</tr>
<tr>
<td>Kurtosis</td>
<td>0.094</td>
<td>0.055</td>
</tr>
<tr>
<td>Normality</td>
<td>0.099</td>
<td>0.045</td>
</tr>
<tr>
<td>$v_{it} \sim_{i.i.d.} 0.5t(9)$, $b_{i} \sim_{i.i.d.} 0.5\mathcal{N}(0,1)$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>N=50 Skewness</td>
<td>0.087</td>
<td>0.050</td>
</tr>
<tr>
<td>Kurtosis</td>
<td>0.164</td>
<td>0.085</td>
</tr>
<tr>
<td>Normality</td>
<td>0.103</td>
<td>0.046</td>
</tr>
<tr>
<td>N=100 Skewness</td>
<td>0.090</td>
<td>0.045</td>
</tr>
<tr>
<td>Kurtosis</td>
<td>0.264</td>
<td>0.153</td>
</tr>
<tr>
<td>Normality</td>
<td>0.162</td>
<td>0.084</td>
</tr>
<tr>
<td>N=150 Skewness</td>
<td>0.116</td>
<td>0.050</td>
</tr>
<tr>
<td>Kurtosis</td>
<td>0.348</td>
<td>0.227</td>
</tr>
<tr>
<td>Normality</td>
<td>0.247</td>
<td>0.140</td>
</tr>
</tbody>
</table>
Table 4.
Size and power of the symmetry, kurtosis, and normality tests.

<table>
<thead>
<tr>
<th></th>
<th>Remainder component</th>
<th>Individual component</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Level of significance</td>
<td>Level of significance</td>
</tr>
<tr>
<td></td>
<td>0.10</td>
<td>0.05</td>
</tr>
<tr>
<td>( v_{it} \sim \text{i.i.d.} 0.5N(0, 1) ), ( b_{i} \sim \text{i.i.d.} 0.5\exp(N(0, 1)) )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>N=50 Skewness</td>
<td>0.035</td>
<td>0.027</td>
</tr>
<tr>
<td></td>
<td>0.117</td>
<td>0.090</td>
</tr>
<tr>
<td></td>
<td>0.020</td>
<td>0.014</td>
</tr>
<tr>
<td>N=100 Skewness</td>
<td>0.053</td>
<td>0.029</td>
</tr>
<tr>
<td></td>
<td>0.114</td>
<td>0.102</td>
</tr>
<tr>
<td></td>
<td>0.026</td>
<td>0.024</td>
</tr>
<tr>
<td>N=150 Skewness</td>
<td>0.098</td>
<td>0.045</td>
</tr>
<tr>
<td></td>
<td>0.111</td>
<td>0.106</td>
</tr>
<tr>
<td></td>
<td>0.038</td>
<td>0.033</td>
</tr>
<tr>
<td>( v_{it} \sim \text{i.i.d.} 0.5\exp(N(0, 1)) ), ( b_{i} \sim \text{i.i.d.} 0.5N(0, 1) )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>N=50 Skewness</td>
<td>0.528</td>
<td>0.280</td>
</tr>
<tr>
<td></td>
<td>0.140</td>
<td>0.047</td>
</tr>
<tr>
<td></td>
<td>0.397</td>
<td>0.200</td>
</tr>
<tr>
<td>N=100 Skewness</td>
<td>0.696</td>
<td>0.502</td>
</tr>
<tr>
<td></td>
<td>0.277</td>
<td>0.104</td>
</tr>
<tr>
<td></td>
<td>0.505</td>
<td>0.349</td>
</tr>
<tr>
<td>N=150 Skewness</td>
<td>0.715</td>
<td>0.568</td>
</tr>
<tr>
<td></td>
<td>0.382</td>
<td>0.176</td>
</tr>
<tr>
<td></td>
<td>0.529</td>
<td>0.367</td>
</tr>
</tbody>
</table>
is obtained for DGP3, where it is assumed that the random effects follow the \( t_9 \) Student distribution.

Table 4 reports results for DGP5 – DGP6, where a log-normal distribution is considered. As it is well-known, this is an asymmetric function with a high level of kurtosis, so it is expected that the power of the tests for skewness and kurtosis of the composed error increases with the sample size. In fact, the tests for \( b_i \) in DGP6 have non trivial empirical power, while the tests for the other component have empirical sizes close to the level of significance. The opposite is obtained for DGP6.

Finally, based on these results it can be pointed out that the proposed tests detect departures from the null hypothesis of skewness and/or kurtosis in each component. In addition, these tests are robust to the presence of skewness and/or kurtosis in the other component.

5.2 Application

Let us consider the estimation of technical efficiency in a panel of EU the companies. For nearly three decades, starting with Aigner et al. (1977) the stochastic frontier literature has brought forth models to estimate technical efficiency. Since then, many developments have taken place but some issues have remained unchanged. First, researchers mainly focus their attention on the mean of the inefficiency term. Second, production functions are assumed to belong to some pre-specified family of parametric functions usually recommended by economic theory and their parameters of interest remain constant along time.

It is well-known that higher order moments can often shed additional light on the distribution of a variable. Although most papers in this literature are only interested in the first moment there are some exceptions as in Kumbhakar (2002) where, in order to estimate risk preferences, the first three moments of the distribution of inefficiency are used. Furthermore, in the analysis of technical inefficiency, skewness plays an important role (see Almanidis and Sickles (2011)) but researchers usually have to deal with the so-called “wrong skewness” anomaly, see Simar and Wilson (2010). More precisely, in those cases in which the expected and the estimated sign of the skewness of the error terms are different it is necessary either to re-specify the model or to obtain a new sample. In fact, none of these solutions are very appealing for researchers and therefore a test for skewness appears in this issue of interest.

Regarding the choice of the functional form in fully parametric models, a standard assumption in this literature is indeed that capital and labor elasticities are constant along time. However, this is a strong assumption and we can find some empirical studies in which these elasticities vary according to other features of the companies such as the R&D expenses, see Li et al. (2002) for example. Then, if we are willing to assume that the parameters in the production function vary according to some set of explanatory variables it becomes much harder the choice of the functional form and therefore the risk of misspecification is high. On these
grounds, nonparametric varying coefficient models are a natural way to extend this assumption of constant elasticities.

In this situation, the varying coefficient panel data model that we propose to estimate is of the following form

$$\ln Y_{it} = \ln W_{it} \beta_1(Z_{it}) + \ln L_{it} \beta_2(Z_{it}) + \ln K_{it} \beta_3(Z_{it}) + b_i + v_{it}, \quad i = 1, \cdots, N; \quad t = 1, \cdots, T,$$

where $Y$ represents the sales of the firm, $W$ the liquid capital, $L$ the labor input, $K$ the fixed capital, and $Z$ the firm’s R&D expenses. Note that in this specification the R&D variable has a neutral effect on the production function by shifting the level of the production frontier but also affects the labor and/or capital marginal productivity. In addition, $v_{it} = \nu_{it} - u_{it}$ is a composed error term, where $\nu_{it}$ is the idiosyncratic error term and $u_{it}$ represents the inefficiency of the firm $i$, that has an expected value equal to $E(v_{it}) = -E(u_{it})$ and a third central moment such as

$$E(v_{it} - E(v_{it}))^3 = E(\nu_{it} - u_{it} + E(u_{it}))^3 = -E(u_{it} - E(u_{it}))^3.$$

Thus, as it is noted in Carree (2002) among others, a positively skewed distribution of the inefficiencies $u_{it}$ implies that the composed error term $v_{it}$ has a negative skewness, so $\gamma_v^3 < 0$ is expected in the presence of inefficiencies.

The data used for this study are drawn from the Analyse Major Database from European Sources (AMADEUS) which contains information about the accounting and financial statements of around 10 million private and public European companies. After removing firms with missing values, we get a final sample of 1,120 observations, i.e., 120 companies and 7 time periods.

Varying coefficient estimates are plotted against the R&D expenses where the continuous line denotes the estimated varying coefficients and dotted lines represent 95% pointwise confidence intervals obtained using the results of Section 4. Figures 1 and 2 show the results for the marginal productivity of liquid and fixed capital, respectively. Figure 3 exhibits the estimation results of the marginal productivity of labor. Finally, Figure 4 graphs the returns to scale function defined as $\beta_1(z) + \beta_2(z) + \beta_3(z)$.

Focusing on the results of Figure 1, we can realize that the marginal productivity of liquid capital and R&D expenses are slightly negatively related. However, for those firms with a low level of R&D expenses, we certainly observe a positive relationship. On its part, analyzing the results of Figure 2, we can highlight that the marginal productivity of fixed capital is not a linear function of the variable R&D. Specifically, there is an upward trend in general, with a bell shape form for firms with large expenses. In this way, those companies with larger expenses do have incentives to increase their R&D expenses since this will end up in higher marginal productivity of fixed capital.

Analyzing the results of the marginal productivity of labor, in Figure 3 we observe that it does not seem to be relationship between marginal productivity of labor and R&D expenses.
Figure 1. Marginal productivity liquid capital

Figure 2. Marginal productivity fixed capital

Figure 3. Marginal productivity labor

Figure 4. Returns to scale function
On the boundaries, we can observe some non-linearities but they might be due to the so-called boundary effects. However, for firms with larger R&D expenses we might observe a drop followed by a sharp increase at the end. This inverted bell shape form suggests that lower R&D expenses can improve the marginal productivity of labor, while larger expenses are related to lower levels of productivity. Note that this behavior is characteristic of companies that use the R&D expenses to improve the performance of their machines instead of allocating this investment to train workers. Finally, focusing on the results of Figure 4, we can see that the returns to scale are smaller than 1 in general. Specifically, firms with a low level of R&D expenses exhibit constant returns to scale, whereas companies with larger expenditures in R&D exhibit decreasing returns to scale.

Then, from all these results we can sum up that there exists a relationship between the marginal productivity of inputs and the R&D expenses. Also, this relationship appears as highly non-linear. In addition, companies with larger R&D expenses exhibit decreasing returns to scale and the marginal productivity of fixed and liquid capital is sensitive to this expenditures. Further, firms with moderate R&D expenses present constant returns to scale but the marginal productivity of the liquid capital is not very sensitive to these expenses.

Finally, Table 5 contains the estimated parameters for the higher order moments of $b_i$ and $v_{it}$ and the proposed tests statistics.

<table>
<thead>
<tr>
<th>$v_{it}$</th>
<th>$\hat{\sigma}^2$</th>
<th>$\hat{\gamma}^3$</th>
<th>Skewness</th>
<th>Kurtosis</th>
<th>Normality</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.132</td>
<td>-0.069</td>
<td>0.332</td>
<td>-0.007</td>
<td>0.001</td>
<td>-0.005</td>
</tr>
<tr>
<td>$b_i$</td>
<td>31.576</td>
<td>202.672</td>
<td>1457.847</td>
<td>60.391</td>
<td>5.481</td>
</tr>
</tbody>
</table>

Analyzing the results of Table 5 we can highlight that this model presents inefficiencies since $\hat{\gamma}_v^3$ is greater than zero. In addition, when we test for skewness, kurtosis and normality of the firm level component, $b_i$, we get that it is largely asymmetric and exhibits excess kurtosis (rejecting the corresponding null hypothesis at the 1% significance level). Meanwhile, for the remainder component, $v_{it}$, it is probable that it follows a normal distribution since the joint test for the null hypothesis $H_0: SK_{v} = 0$ and $KU_{v} = 3$ cannot be rejected.

In view of these results, it is clear that effectively this varying coefficient model enables to capture some relevant features of the covariates that were not possible with fully parametric or nonparametric models. In addition, the existence of inefficiencies in the error term with a positively skewed distribution has also been detected so it is possible to conclude that this model is not subject to the “wrong skewness” anomaly.
6 Conclusion

The normality assumption plays a crucial role in the validity of several specification tests and testing for skewness and kurtosis is a relevant topic in the finance or in the productive efficiency literature, for example. However, although there are plenty of studies for cross-sectional or time series data, the results for panel data models are scarce. In order to overcome this situation, this paper is concerned with the estimation and testing of varying coefficient panel data models when standard distributional assumptions cannot be justified.

In this context, we propose several tests for skewness, kurtosis, and normality for both components of the error, jointly and separately. Also, in order to avoid bootstrap techniques, estimators of higher order moments for both error components are proposed in a nonparametric framework. However, since the methodology proposed in this paper is rather general, its application to other models of interest is straightforward. In addition, in order to obtain the residuals for these tests, a local constant estimator based on a pairwise differencing transformation is presented. Unlike other estimators in the literature, this pairwise estimator is very appealing since, under some standard assumptions, it is shown that it exhibits the same properties than others in the field without having to resort to iterative procedures. Further, some simulations are used to examine the finite sample performance of the estimators and tests proposed in this paper and they are also illustrated in an empirical application about the production efficiency of the EU companies.

Appendix

Proof of Theorem 3.1. The proof of this theorem consists of three parts. First, the bias of the local constant estimator in (2.6) is obtained. Second, we give the variance term of this estimator and we conclude by obtaining the asymptotic distribution of our estimator.

For the sake of simplicity let us denote

\[ K_{it} = |H|^{-1/2} K \left( H^{-1/2} (Z_{it} - z) \right) \quad \text{and} \quad K_{is} = |H|^{-1/2} K \left( H^{-1/2} (Z_{is} - z) \right). \]

Using the multivariate Taylor’s theorem and by the regularity conditions of Theorem 3.1, we obtain

\[
\tilde{Y}_{its} = \tilde{X}_{its}^\top m(z) + \left( X_{it}^\top \otimes (Z_{it} - z)^\top - X_{is}^\top \otimes (Z_{is} - z)^\top \right) D_m(z) \\
+ \frac{1}{2} \left( X_{it}^\top \otimes (Z_{it} - z)^\top \mathcal{H}_m(z)(Z_{it} - z) - X_{is}^\top \otimes (Z_{is} - z)^\top \mathcal{H}_m(z)(Z_{is} - z) \right) + \tilde{v}_{its} + o_p(1),
\]

(6.1)

where \( D_m(z) \) is a \( dq \times 1 \) vector such that \( D_m(z) = vec(\partial m(z)/\partial z^\top) \) is the first-order derivative.
vector of \( m(\cdot) \) and \( \mathcal{H}_m(z) \) is a \( dq \times q \) matrix such that \( \mathcal{H}_m(z) = \partial m(z) / \partial z \partial z^\top \) is the Hessian matrix of \( m(\cdot) \).

Replacing (6.1) in (2.11) and rearranging terms, \( \hat{m}(z; H) \) can be written as

\[
\hat{m}(z; H) - m(z) = \Psi_N^{-1} \left( B_N^{(1)} + B_N^{(2)} + U_N \right),
\]

where

\[
\Psi_N = \left( \begin{array}{c} T \\ 2 \end{array} \right)^{-1} \frac{1}{N} \sum_{its} K_{it} K_{is} \tilde{X}_{its} \tilde{X}_{its}^\top \]

\[
B_N^{(1)} = \left( \begin{array}{c} T \\ 2 \end{array} \right)^{-1} \frac{1}{N} \sum_{its} K_{it} K_{is} \tilde{X}_{its} \left( X_{it}^\top \otimes (Z_{it} - z)^\top - X_{is}^\top \otimes (Z_{is} - z)^\top \right) D_m(z),
\]

\[
B_N^{(2)} = \left( \begin{array}{c} T \\ 2 \end{array} \right)^{-1} \frac{1}{2N} \sum_{its} K_{it} K_{is} \tilde{X}_{its} \left( X_{it}^\top \otimes (Z_{it} - z)^\top \mathcal{H}_m(z)(Z_{it} - z) - X_{is}^\top \otimes (Z_{is} - z)^\top \mathcal{H}_m(z)(Z_{is} - z) \right),
\]

\[
U_N = \left( \begin{array}{c} T \\ 2 \end{array} \right)^{-1} \frac{1}{N} \sum_{its} K_{it} K_{is} \tilde{X}_{its} \tilde{v}_{its}.
\]

Then, to analyze the asymptotic behavior of this estimator it is enough to show

\[
\sqrt{N|H|} (\hat{m}(z; H) - m(z)) - \sqrt{N|H|} \Psi_N^{-1} \left( B_N^{(1)} + B_N^{(2)} \right) = \sqrt{N|H|} \Psi_N^{-1} U_N,
\]

where we will demonstrate that \( \Psi_N^{-1} B_N^{(j)} \), for \( j = 1, 2 \), contributes to the asymptotic bias, whereas the right-hand side term of (6.3) is asymptotically normal.

Starting with the bias term of this estimator, we first focus on \( \Psi_N^{-1} B_N^{(j)} \). Under the assumption that \( X_{it} \) and \( v_{it} \) are i.i.d. across \( i \) for each fixed \( t \) and as \( N \) tends to infinity, we get

\[
\Psi_N = B_{\tilde{X}\tilde{X}}(z, z)(1 + o_P(1)),
\]

where \( B_{\tilde{X}\tilde{X}}(z, z) \) is a \( q \times q \) matrix of the form

\[
B_{\tilde{X}\tilde{X}}(z, z) = E \left[ \tilde{X}_{its} \tilde{X}_{its}^\top | Z_{it} = z, Z_{is} = z \right] f_{Z_{it}, Z_{is}}(z, z).
\]

In order to show this result, by the law of iterated expectations and the strict stationarity condition

\[
E(\Psi_N) = \int \int E \left[ \tilde{X}_{its} \tilde{X}_{its}^\top | Z_{it} = z + H^{1/2}u, Z_{is} = z + H^{1/2}v \right] f_{Z_{it}, Z_{is}}(z + H^{1/2}u, Z_{is} = z + H^{1/2}v) \times K(u)K(v) du dv,
\]

where by a Taylor expansion and Assumption 3.1 the expression (6.4) holds. Also, to complete the proof it is necessary to show that \( Var(\Psi_N) \to 0 \) as \( N \to \infty \).

\[
Var(\Psi_N) = \frac{1}{N} \left( \begin{array}{c} T \\ 2 \end{array} \right)^{-1} Var \left( K_{it} K_{is} \tilde{X}_{its} \tilde{X}_{its}^\top \right)
+ \frac{1}{N^2} \left( \begin{array}{c} T \\ 2 \end{array} \right)^{-2} \sum_{i=1}^{N} \sum_{t=1}^{T-1} \sum_{s=t+1}^{T} \sum_{t'=t+1}^{T} \sum_{s'=t'+1}^{T} Cov \left( K_{it} K_{is} \tilde{X}_{its} \tilde{X}_{its}^\top, K_{it'} K_{is'} \tilde{X}_{its'} \tilde{X}_{its'}^\top \right),
\]
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where, under Assumptions 3.1 and 3.2, the first element is $O_P\left(\frac{1}{N|H|}\right)$ whereas the second one is the sum of $o_P\left(\frac{1}{N|H|}\right)$ terms. Then, as $N|H| \to \infty$ the variance term tends to zero and (6.4) holds.

Using this result and the inverse matrix of $\Psi_N$, by the Slutsky theorem it is proved that

$$\Psi_N^{-1} = \mathcal{B}_{\tilde{X}\tilde{X}}^{-1}(z,z) + o_P(1). \quad (6.5)$$

Similarly, by the law of iterated expectations and the stationarity condition we can show

$$E\left(B_N^{(1)}\right) = \left(\frac{T}{2}\right)^{-1} \sum_{ts} \left[ E(\tilde{X}_{its} X_{it}^T | Z_{it}, Z_{is}) \otimes (Z_{it} - z)^\top - E(\tilde{X}_{its} X_{is}^T | Z_{it}, Z_{is}) \otimes (Z_{is} - z)^\top \right] D_m(z)$$

$$\times K_{it}K_{is}$$

$$= \left(\frac{T}{2}\right)^{-1} \sum_{ts} \int \left[ E(\tilde{X}_{its} X_{it}^T | Z_{it} = z, Z_{is} = z)D_f(z)(H^{1/2}u) \right] \otimes (H^{1/2}v)^\top D_m(z)K(u)K(v)dudv$$

$$- \left(\frac{T}{2}\right)^{-1} \sum_{ts} \int \left[ E(\tilde{X}_{its} X_{is}^T | Z_{it} = z, Z_{is} = z)D_f(z)(H^{1/2}v) \right] \otimes (H^{1/2}v)^\top D_m(z)K(u)K(v)dudv$$

$$= \mu_2(K)B_{\tilde{X}\tilde{X}}(z,z)diag_d(tr(HD_f(z)D_m(z))) \int f_{Z_{it},Z_{is}}^{-1}(z,z) + o_P(tr(H)), \quad (6.6)$$

where, for $r = 1, \cdots, d$, $D_m$ is the first-order derivative vector of the $r$th component of $m(\cdot)$ and $\int f_{Z_{it},Z_{is}}^{-1}(z,z)$ is a $d \times 1$ unit vector.

Following a similar procedure it is straightforward to show

$$E\left(B_N^{(2)}\right) = \left(\frac{T}{2}\right)^{-1} \frac{1}{2} \sum_{ts} \int \left[ E(\tilde{X}_{its} X_{it}^T | Z_{it} = z, Z_{is} = z)f_{Z_{it},Z_{is}}(z,z) \right] \otimes tr(H\mathcal{H}_m,(z))u^\top uK(u)K(v)dudv$$

$$- \left(\frac{T}{2}\right)^{-1} \frac{1}{2} \sum_{ts} \int \left[ E(\tilde{X}_{its} X_{is}^T | Z_{it} = z, Z_{is} = z)f_{Z_{it},Z_{is}}(z,z) \right] \otimes tr(H\mathcal{H}_m,(z))v^\top vK(u)K(v)dudv$$

$$= \mu_2(K)B_{\tilde{X}\tilde{X}}(z,z)diag_d(tr(H\mathcal{H}_m,(z))) \int d + o_P(tr(H)), \quad (6.7)$$

where $\mathcal{H}_m,(z)$ is the Hessian matrix of the $r$th component of $m(\cdot)$.

Using similar arguments as above we can show that any component of the variance of $B_N^{(1)}$ and $B_N^{(2)}$ converges to zero as $H \to 0$ and $N|H| \to \infty$. Then, using (6.5)-(6.7) and applying the Cramér-Wold device it is proved that the asymptotic bias of $\hat{m}(z; H)$ is

$$\Psi_N^{-1}\left(\hat{B}_N^{(1)} + \hat{B}_N^{(2)}\right) = \mu_2(K)B_{\tilde{X}\tilde{X}}^{-1}(z,z)B_{\tilde{X}\tilde{X}}^{-1}(z,z)\left( diag_d\left( tr(HD_f(z)D_m(z)) \right) \right) \int f_{Z_{it},Z_{is}}^{-1}(z,z)$$

$$+ \frac{1}{2} diag_d\left( tr(H\mathcal{H}_m,(z)) \right) d + o_P(tr(H)). \quad (6.8)$$

So the first part of the proof is done.

In order to obtain the asymptotic variance of the right-hand side of (6.3), we have to analyze the behavior of $U_n$. Let $X$ be the vector of observed covariates and denote $\tilde{v}_i = \cdots$
\( (\tilde{v}_{i12}, \ldots, \tilde{v}_{iT}, \ldots, \tilde{v}_{i(T-1)T})^\top \) as a \( \frac{T(T-1)}{2} \times 1 \) vector, \( E(\tilde{v}_i\tilde{v}_j^\top | X) = 0 \) for \( \forall i \neq i' \) and

\[
E(\tilde{v}_i\tilde{v}_i^\top | X) = \begin{cases} 
2\sigma_v^2 & \text{for } t = t', s = s', \\
\sigma_v^2 & \text{for } t = t', s \neq s', \\
-\sigma_v^2 & \text{for } t = s', t \neq t', s \neq s', \\
0 & \text{for } t \neq t', s \neq s', t' \neq s, t \neq s'.
\end{cases}
\]

When we analyze \( U_N \) we claim that by the law of iterated expectations and Assumptions 3.1, 3.5, and 3.6,

\[
N|H|Var(U_N) = |H| \frac{1}{N} \left( \frac{T}{2} \right)^{-2} \sum_{its} E \left[ \tilde{X}_{its} E(\tilde{v}_{its}\tilde{v}_{its}|X) \tilde{X}_{its}^\top K_{it}^2 K_{is}^2 \right] + |H| \frac{2}{N} \left( \frac{T}{2} \right)^{-2} \sum_{its} \sum_{s' \neq s} E \left[ \tilde{X}_{its} E(\tilde{v}_{its}\tilde{v}_{its'}|X) \tilde{X}_{its'}^\top K_{it}^2 K_{is} K_{is'} \right] + |H| \frac{2}{N} \left( \frac{T}{2} \right)^{-2} \sum_{its} \sum_{t' \neq t} E \left[ \tilde{X}_{its} E(\tilde{v}_{its}\tilde{v}_{it't}|X) \tilde{X}_{it't}^\top K_{it}^2 K_{it} K_{it'} \right] + |H| \frac{1}{N} \left( \frac{T}{2} \right)^{-2} \sum_{its} \sum_{t' \neq t} \sum_{s' \neq s} E \left[ \tilde{X}_{its} E(\tilde{v}_{its}\tilde{v}_{it's'}|X) \tilde{X}_{it's'}^\top K_{it} K_{it'} K_{is} K_{is'} \right]
\]

Then, analyzing each of these terms separately we obtain

\[
N|H|Var(U_N) = \left( \frac{T}{2} \right)^{-1} 2\sigma_v^2 R^2(K) B_{\tilde{X}\tilde{X}}(z, z)(1 + o_P(1))
\] (6.9)

given that, under similar arguments as above, it can be proved that

\[
I_{1N} = \left( \frac{T}{2} \right)^{-2} 2\sigma_v^2 \sum_{t=1}^{T-1} \sum_{t=1}^{T} \int E \left[ \tilde{X}_{its}\tilde{X}_{its}|Z_{it} = z, Z_{is} = z \right] f_{Z_{it}, Z_{is} = z}(z, z) K^2(u)K^2(v) du dv (1 + o_P(1)),
\]

\[
I_{2N} = \left( \frac{T}{2} \right)^{-2} 2\sigma_v^2 |H|^{1/2} R(K) \sum_{ts} \sum_{s' \neq s} E \left[ \tilde{X}_{its}\tilde{X}_{its'}|Z_{it} = z, Z_{is} = z, Z_{is'} = z \right] f_{Z_{it}, Z_{is', Z_{is}}}(z, z, z)(1 + o_P(1)),
\]

\[
I_{3N} = - \left( \frac{T}{2} \right)^{-2} 2\sigma_v^2 |H|^{1/2} R(K) \sum_{ts} \sum_{t' \neq t} \sum_{s' = t+1} E \left[ \tilde{X}_{its}\tilde{X}_{iss'}|Z_{it} = z, Z_{is} = z, Z_{is'} = z \right] f_{Z_{it}, Z_{is}, Z_{is'}}(z, z, z) \times (1 + o_P(1)),
\]

and \( I_{4N} = o_P(1) \) since \( E(\tilde{v}_{its}\tilde{v}_{it's'}|X) = 0 \).

Then, using (6.4) and (6.9), by the Cramé-Wold device, as \( N|H| \to \infty \),

\[
N|H|Var(\Psi_N^{-1}U_N) = \left( \frac{T}{2} \right)^{-1} 2\sigma_v^2 R^2(K) B_{\tilde{X}\tilde{X}}^{-1}(z, z) B_{\tilde{X}\tilde{X}}(z, z) B_{\tilde{X}\tilde{X}}^{-1}(z, z)(1 + o_P(1)).
\] (6.10)

Note that the conditions established for \( H \) are enough to show that the other terms of the variance are \( o_P(1) \).
Finally, to complete the proof of Theorem 3.1 it is necessary to show that, as $N$ tends to infinity, for $T$ fixed,

$$
\sqrt{N|H|} (\tilde{m}(z,H) - m(z) - B(z,H)) \xrightarrow{d} \mathcal{N} \left( 0, \left( \frac{T}{2} \right)^{-1} 2\sigma^2_r R^2(K) B_{XX}^{-1}(z,z) \right), \quad (6.11)
$$

where

$$
B(z,H) = \mu_2(K) \left( \text{diag}_{d}(\text{tr}(HDf(z)Dm_r(z)))_{it} f_{it}^{-1} \hat{z}_{it}, \hat{z}_{is}(z,zz) + \frac{1}{2} \text{diag}_{d}(\text{tr}(H\mathcal{H}_r(z)))_{it} \right).
$$

In order to show this result, we check the Lindeberg condition for which we can write

$$
\sqrt{N|H|} \frac{1}{N} \left( \frac{T}{2} \right)^{-1} \sum_{its} K_{it} K_{is} \tilde{X}_{its} \tilde{v}_{its} = \frac{1}{\sqrt{N}} \left( \frac{T}{2} \right)^{-1} \sum_{its} \lambda_{its}, \quad (6.12)
$$

where

$$
\lambda_{its} = |H|^{1/2} K_{it} K_{is} \tilde{X}_{its} \tilde{v}_{its}.
$$

By Theorem 3.1 and using the previous proofs,

$$
\text{Var}(\lambda_{its}) = \left( \frac{T}{2} \right)^{-1} 2\sigma^2_r R^2(K) B_{XX}^{-1}(z,z)(1 + o_P(1)),
$$

$$
\text{Cov}(\lambda_{its}, \lambda_{it's}) = o_P(1).
$$

Defining $\lambda_{N,i} = \left( \frac{T}{2} \right)^{-1} \sum_{ts} \lambda_{its}$ and by the Minkowsky inequality we get

$$
E|\lambda_{N,i}|^{2+\delta} \leq C \left( \frac{T}{2} \right)^{- (2+\delta)/2} E|\lambda_{its}|^{2+\delta}.
$$

For analyzing the behavior of $\lambda_{its}$, by the law of iterated expectations,

$$
E|\lambda_{its}|^{2+\delta} \leq |H|^{(2+\delta)/2} E|\tilde{X}_{its} \tilde{v}_{its} K_{it} K_{is}|^{2+\delta}
$$

$$
= |H|^{-\delta/2} E \left( |\tilde{X}_{its} \tilde{v}_{its}|^{2+\delta} |Z_{it} = z, Z_{is} = z \right) f_{Z_{it},Z_{is}}(z,z) \int K^{2+\delta}(u) K^{2+\delta}(v) dudv + o_P \left( |H|^{-\delta/2} \right).
$$

Hence, it is proved that

$$
E|\lambda_{N,i}|^{2+\delta} = N^{- (2+\delta)/2} \sum_i E|\lambda_{N,i}|^{2+\delta} \leq CO_P \left( (N|H|)^{-\delta/2} \right).
$$

Finally, since this term tends to zero as $N|H| \to \infty$, the Lindeberg condition is verified. So we can conclude that the Lyapunov Central Limit Theorem can be used to verify (6.11), and the proof of Theorem 3.1 is done.
Proof of Theorem 3.3. We first focus on the asymptotic properties of $\hat{\sigma}_v^2$ and later on $\hat{\sigma}_b^2$. Inserting (2.1) into $\hat{\epsilon}_{it} = Y_{it} - X_{it}^T \hat{m}(Z_{it}; H)$, throughout the proof the residuals are written as $\hat{\epsilon}_{it} = \epsilon_{it} - X_{it}^T [\hat{m}(Z_{it}; H) - m(Z_{it}; H)]$ and the expression to analyze is

$$
\hat{\sigma}_v^2 = \frac{1}{NT(T-1)} \sum_{i=1}^{N} \left[ \frac{1}{T} \sum_{t=1}^{T} (\epsilon_{it} - X_{it}^T [\hat{m}(Z_{it}; H) - m(Z_{it})])^2 - \left( \frac{1}{NT} \sum_{t=1}^{T} [\epsilon_{it} - X_{it}^T \hat{m}(Z_{it}; H) - m(Z_{it})] \right)^2 \right]
$$

$$
= \frac{1}{NT} \sum_{i=1}^{N} \sum_{t=1}^{T} \epsilon_{it}^2 - \frac{1}{NT(T-1)} \sum_{i=1}^{N} \sum_{t=1}^{T} \sum_{s \neq t} v_{it} v_{is} + II_v^{(1)} - II_v^{(2)} + II_v^{(3)} - II_v^{(4)},
$$

(6.13)

where after rearranging terms

$$
II_v^{(1)} = \frac{1}{NT} \sum_{it} \left( X_{it}^T [\hat{m}(Z_{it}; H) - m(Z_{it})] \right)^2,
$$

$$
II_v^{(2)} = \frac{1}{NT} \sum_{it} \epsilon_{it} X_{it}^T [\hat{m}(Z_{it}; H) - m(Z_{it})],
$$

$$
II_v^{(3)} = \frac{1}{NT(T-1)} \sum_{its} X_{it}^T [\hat{m}(Z_{it}; H) - m(Z_{it})] X_{is}^T [\hat{m}(Z_{is}; H) - m(Z_{is})]
$$

$$
II_v^{(4)} = \frac{1}{NT(T-1)} \sum_{its} X_{it}^T [\hat{m}(Z_{it}; H) - m(Z_{it})] \epsilon_{is}.
$$

As we are going to show, of these six terms of (6.13) only the first two will be the leading terms, whereas $II_v^{(1)}, II_v^{(2)}, II_v^{(3)},$ and $II_v^{(4)}$ are residual terms. Analyzing each term separately and using uniform convergence results as the ones established in Theorem 6 in Masry (1996), by Assumptions 3.1-3.3 and rearranging terms,

$$
II_v^{(1)} \leq \frac{1}{NT} \sum_{it} |X_{it}^T X_{it}| \sup_{\{Z_{it} \in A\}} |(\hat{m}(Z_{it}; H) - m(Z_{it}))^T| \sup_{\{Z_{it} \in A\}} |\hat{m}(Z_{it}; H) - m(Z_{it})| = O_p \left( tr(H)^2 + \frac{\log N}{N|H|} \right),
$$

(6.14)

since $(NT)^{-1} \sum_{it} |X_{it}X_{it}^T| = O_p(1)$. A similar result holds for $II_v^{(3)}$.

Also, and under the same reasoning as above, it is straightforward to show that

$$
II_v^{(2)} \leq \frac{2}{NT} \sum_{it} |\epsilon_{it} X_{it}^T| \sup_{\{Z_{it} \in A\}} |\hat{m}(Z_{it}; H) - m(Z_{it})| = o_p \left( \frac{1}{\sqrt{N}} \right),
$$

(6.15)

given that, under Assumption 3.8, it can be proved that the first term is $o_p(N^{-1/2})$ using the same argument as that in Lemma 2 in Gao (1995), whereas by Theorem 3.2 the second one is $o_p(1)$. Following this same procedure we get a similar result for $II_v^{(4)}$.

Using these results in (6.13) and under Assumption 3.8,

$$
\sqrt{N} (\hat{\sigma}_v^2 - \sigma_v^2) = \frac{1}{\sqrt{NT}} \sum_{i=1}^{N} \sum_{t=1}^{T} (v_{it}^2 - \sigma_v^2) + o_p(1)
$$

(6.16)
and by the central limit theorem the first part of Theorem 3.3 is proved.

Focusing now on \( \hat{\sigma}_b^2 \), (2.3) can be rewritten as

\[
\hat{\sigma}_b^2 = \frac{1}{NT(T-1)} \sum_{it} \sum_{s \neq t} \epsilon_{it} \epsilon_{is} - I_b^{(1)} - I_b^{(2)},
\]

(6.17)

where

\[
I_b^{(1)} = \frac{1}{n} \sum_{it} \sum_{s \neq t} X_{it}^\top [\hat{m}(Z_{it}; H) - m(Z_{it})] X_{is}^\top [\hat{m}(Z_{is}; H) - m(Z_{is})],
\]

\[
I_b^{(2)} = \frac{1}{n} \sum_{it} \sum_{s \neq t} \epsilon_{it} X_{is}^\top [\hat{m}(Z_{is}; H) - m(Z_{is})].
\]

Using similar arguments as those above, we can show that as \( N \) goes to infinity and \( T \) is fixed,

\[
\sqrt{N} (\hat{\sigma}_b^2 - \sigma_b^2) = \frac{1}{\sqrt{NT(T-1)}} \sum_{i=1}^{N} \sum_{t=1}^{T} \sum_{s \neq t} \left( \epsilon_{it} \epsilon_{is} - \sigma_b^2 \right) + o_p(1)
\]

(6.18)

from which it follows that the second part of Theorem 3.3 holds.

**Proof of Theorem 3.4.** Following the same argument as in the proof above, we first focus on the behavior of the estimators of the third order moments and later on the fourth order moments. As previously, using the same argument as that in proving Lemma 2 in Gao (1995), the result of Theorem 3.2 and Assumption 3.10, all contributions involving \( X_{it}^\top (\hat{m}(Z_{it}; H) - m(Z_{it})) \) may be neglected. Then, the final expressions to study are

\[
\sqrt{N} \gamma_v^3 = \frac{1}{\sqrt{NT}} \sum_{it} \left[ v_{it}^3 - \frac{3}{(T-1)} \sum_{s \neq t} v_{it}^2 v_{is} + \frac{2}{(T-1)(T-2)} \sum_{s \neq t} \sum_{r \neq s} v_{it} v_{is} v_{ir} \right] + o_p(1)
\]

(6.19)

and

\[
\sqrt{N} \gamma_b^3 = \frac{1}{\sqrt{NT(T-1)(T-2)}} \sum_{it} \sum_{s \neq t} \sum_{r \neq s} \epsilon_{it} \epsilon_{is} \epsilon_{ir} + o_p(1)
\]

(6.20)

where, after centering \( v_{it}^3 \) and \( \epsilon_{it}^3 \), respectively, the first part of Theorem 3.4 is provided by the central limit theorem.

Similarly, if we again ignore the higher order terms of \( X_{it}^\top (\hat{m}(Z_{it}; H) - m(Z_{it})) \) for the estimators of the fourth order moment we get

\[
\sqrt{N} \gamma_v^4 = \frac{1}{\sqrt{NT}} \sum_{it} \left[ v_{it}^4 - \frac{4}{(T-1)} \sum_{s \neq t} v_{it}^3 v_{is} + \frac{6}{(T-1)(T-2)} \sum_{s \neq t} \sum_{r \neq s} v_{it}^2 v_{is} v_{ir} \right.
\]

\[
- \frac{3}{(T-1)(T-2)(T-3)} \sum_{s \neq t} \sum_{r \neq s} \sum_{h \neq r} v_{it} v_{is} v_{ir} v_{ih} \right] + o_p(1)
\]

(6.21)
and
\[
\sqrt{N} \tilde{\gamma}_b^4 = \frac{1}{\sqrt{NT}(T-1)(T-2)(T-3)} \sum_{it} \sum_{s \neq t} \sum_{r \neq s} \sum_{h \neq r} \epsilon_{it} \epsilon_{is} \epsilon_{ir} \epsilon_{ih} + o_p(1). \tag{6.22}
\]

Finally, as previously, after centering these expressions and using the central limit theorem, the second part of Theorem 3.4 holds.

**Proof of Theorem 4.1.** In order to prove the results of this theorem we follow the standard proofs scheme as in Bai and Ng (2005). First, we focus on the behavior of \( \hat{SK}_v \) and later we analyze the properties of \( \hat{SK}_b \).

\[
\hat{SK}_v - SK_v = \left( \frac{\gamma_v^3}{\hat{\sigma}_v^3} - \frac{\gamma_v^3}{\sigma_v^3} \right) - SK_v \left( \frac{(\hat{\sigma}_v)^{3/2} - (\sigma_v^2)^{3/2}}{\hat{\sigma}_v^3} \right).
\]

For any estimator of the variance, by the delta method we get
\[
\sqrt{N} \left( (\hat{\sigma}_v^2)^{k/2} - (\sigma_v^2)^{k/2} \right) = \frac{k}{2} (\sigma_v^2)^{k/2-1} \sqrt{N} (\hat{\sigma}_v^2 - \sigma_v^2) + o_p(1). \tag{6.23}
\]

Then, for \( k = 3 \), we replace (6.16), (6.19) and (6.23) into the previous equation and rearranging terms the expression to analyze is
\[
\sqrt{NT} (\hat{SK}_v - SK_v) = \alpha_v^\top \frac{1}{\sqrt{NT}} \sum_{i=1}^N \sum_{t=1}^T SK_v^{\top} + o_p(1), \tag{6.24}
\]

where \( \alpha_v = [1, \frac{3SK_v \sigma_v}{2}]^\top \) and \( SK_v^{\top} = [SK_{1it}^{\top}, SK_{2it}^{\top}]^\top \) are \( 2 \times 1 \) vectors and
\[
SK_{1it}^{\top} = (v_{it}^3 - \gamma_v^3) - \frac{3}{(T-1)} \sum_{s \neq t} v_{it}^2 v_{is} + \frac{2}{(T-1)(T-2)} \sum_{r \neq s} \sum_{s \neq t} v_{it} v_{is} v_{ir}
\]
\[
SK_{2it}^{\top} = (v_{it}^2 - \sigma_v^2) - \frac{1}{(T-1)} \sum_{s \neq t} v_{it} v_{is}.
\]

Under the assumptions of Theorem 4.1 it is easy to show that \( E \left[ \frac{1}{\sqrt{NT}} \sum_{it} SK_v^{\top} \right] = 0 \) and its variance-covariance matrix is
\[
\Gamma_v = \begin{bmatrix}
\Psi_{v3}^{(1)} & \Psi_{v3}^{(2)} \\
\Psi_{v3}^{(2)} & \Psi_{v3}^{(3)}
\end{bmatrix}, \tag{6.25}
\]
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Specifically, under the assumptions of the theorem it is straightforward to show

\[ \Psi_{v3}^{(1)} = \frac{1}{NT} \sum_{i=1}^{N} \sum_{t=1}^{T} \sum_{t'=1}^{T} E[SK_{1it}^v SK_{1it'}^v] \]

\[ = \gamma_v^6 - (\gamma_v^3)^2 - \left(\frac{6T - 15}{T - 1}\right) \gamma_v^4 \sigma_v^2 + \frac{9}{(T - 1)}(\gamma_v^3)^2 + \left(\frac{24 + 9(T - 2)^2}{(T - 1)(T - 2)}\right) \sigma_v^6, \]

\[ \Psi_{v3}^{(2)} = \frac{1}{NT} \sum_{i=1}^{N} \sum_{t=1}^{T} \sum_{t'=1}^{T} E[SK_{1it}^v SK_{2it'}^v] = \gamma_v^5 - \left(\frac{4T - 10}{T - 1}\right) \gamma_v^3 \sigma_v^2, \]

\[ \Psi_{v3}^{(3)} = \frac{1}{NT} \sum_{i=1}^{N} \sum_{t=1}^{T} \sum_{t'=1}^{T} E[SK_{2it}^v SK_{2it'}^v] = \gamma_v^4 - \sigma_v^4 + \frac{2\sigma_v^4}{(T - 1)}. \]

By Theorem 3.3, \( \tilde{\sigma}_v^2 \xrightarrow{p} \sigma_v^2 \). Then, using this result and by the central limit theorem the first part of Theorem 4.1 is proved.

Similarly, focus on the properties of the skewness statistic for the individual effects and using (6.19), (6.20) and (6.23) for \( k = 3 \), it can be written

\[ \sqrt{N}(\widetilde{SK}_b - SK_b) = \frac{\alpha^T}{\tilde{\sigma}_b^2} \frac{1}{\sqrt{N}} \sum_{i=1}^{N} SK_i^b + o_p(1), \quad (6.26) \]

where \( \alpha_b = [1, \frac{3SK_b \sigma_b}{2}]^T \) and \( SK_i^b = [SK_{1i}^b, SK_{2i}^b] \) are \( 2 \times 1 \) vectors and

\[ SK_{1i}^b = (b_i^3 - \gamma_b^3) + \frac{3}{T} \sum_t b_i^2 v_{it} + \frac{3}{T(T - 1)} \sum_t \sum_{s \neq t} b_i v_{is} v_{it} + \frac{1}{T(T - 1)(T - 2)} \sum_t \sum_{s \neq t} \sum_{r \neq s} v_{it} v_{is} v_{ir}, \]

\[ SK_{2i}^b = (b_i^2 - \gamma_b^2) + \frac{2}{T} \sum_t b_i v_{it} + \frac{1}{T(T - 1)} \sum_t \sum_{s \neq t} v_{it} v_{is}. \]

Under the assumptions of this theorem, \( E\left[ \frac{1}{\sqrt{N}} \sum_{i=1}^{N} SK_i^b \right] = 0 \) and its variance-covariance matrix is

\[ \Gamma_b = \begin{bmatrix} \Psi_{b3}^{(1)} & \Psi_{b3}^{(2)} \\ \Psi_{b3}^{(2)} & \Psi_{b3}^{(3)} \end{bmatrix}, \]

where it can be shown that

\[ \Psi_{b3}^{(1)} = \frac{1}{N} \sum_i E[SK_{1i}^b SK_{1i}^b] = \gamma_b^6 - (\gamma_b^3)^2 + \frac{9}{T} \gamma_b^4 \sigma_v^2 + \frac{18}{T(T - 1)} \sigma_b^2 \sigma_v^4 + \frac{6}{T(T - 1)(T - 2)} \sigma_v^6, \]

\[ \Psi_{b3}^{(2)} = \frac{1}{N} \sum_i E[SK_{1i}^b SK_{2i}^b] = \gamma_b^5 - \gamma_b^3 \sigma_b^2 + \frac{6}{T} \gamma_b^3 \sigma_v^2, \]

\[ \Psi_{b3}^{(3)} = \frac{1}{N} \sum_i E[SK_{2i}^b SK_{2i}^b] = \gamma_b^4 - \sigma_b^4 + \frac{4}{T} \sigma_b^2 \sigma_v^2 + \frac{2}{T(T - 1)} \sigma_v^4. \]

Finally, using the results of Theorem 3.3, \( \tilde{\sigma}_b^2 \xrightarrow{p} \sigma_b^2 \), and by the central limit theorem, the second part of Theorem 4.1 holds.
Proof of Theorem 4.3. Focus on the properties of $\hat{K}U_v$ when $k = 4$, it can be written

$$\hat{K}U_b - KU_b = \left( \frac{\hat{\gamma}_v^4 - \gamma_v^4}{\sigma_v^4} \right) - KU_v \left( \frac{(\hat{\sigma}_v^2)^2 - (\sigma_v^2)^2}{\sigma_v^4} \right)$$

and using (6.23), for $k = 4$, (6.16) and (6.21), the previous equation turns into

$$\sqrt{NT}(\hat{K}U_v - KU_v) = \frac{\beta_v^\top}{\sigma_v} \frac{1}{\sqrt{NT}} \sum_{it} KU_{it}^v + o_P(1), \tag{6.27}$$

where $\beta_v = [1, -2KU_v\sigma_v^2]^\top$ and $KU_{it}^v = [KU_{it}, SK_{2it}]^\top$ are $2 \times 1$ vectors and

$$KU_{1it}^v = (v_{it}^4 - \gamma_v^4) - \frac{4}{(T-1)} \sum_{s \neq t} v_{is}^2 v_{is} + \frac{6}{(T-1)(T-2)} \sum_{s \neq t} \sum_{r \neq s} v_{it}^2 v_{is} v_{ir}$$

$$- \frac{3}{(T-1)(T-2)(T-3)} \sum_{s \neq t} \sum_{r \neq s} \sum_{h \neq r} v_{it} v_{is} v_{ir} v_{ik}.$$

Again, under the assumptions of Theorem 4.3 it can be proved that $E\left[ \frac{1}{\sqrt{NT}} \sum_{it} KU_{it}^v \right] = 0$, whereas $Var \left[ \frac{1}{\sqrt{NT}} \sum_{it} KU_{it}^v \right]$ is of the form

$$\Omega_v = \begin{bmatrix} \Psi_{v4}^{(1)} & \Psi_{v4}^{(2)} & \Psi_{v4}^{(3)} \\ \Psi_{v4}^{(1)} & \Psi_{v4}^{(2)} & \Psi_{v4}^{(3)} \end{bmatrix},$$

where it is easy to show

$$\Psi_{v4}^{(1)} = \frac{1}{NT} \sum_{i=1}^N \sum_{t=1}^T \sum_{t' = 1}^T E[KU_{1it}^v KU_{1i't'}^v] = \gamma_v^8 - (\gamma_v^4)^2 - 8\gamma_v^5\gamma_v^3 + \frac{(16\gamma_v^6\sigma_v^2 + 16(\gamma_v^4)^2)}{(T-1)}$$

$$+ \frac{(16(T-2)^2 + 72)(\gamma_v^3)^2\sigma_v^2}{(T-1)(T-2)} + \frac{(72 - 96(T-2))\gamma_v^4\sigma_v^4}{(T-1)(T-2)} + \frac{72((T-3)^2 + 3)^3\sigma_v^8}{(T-1)(T-2)(T-3)}.$$

$$\Psi_{v4}^{(2)} = \frac{1}{NT} \sum_{i=1}^N \sum_{t=1}^T \sum_{t' = 1}^T E[KU_{1it}^v SK_{2it}^v] = \gamma_v^6 - \frac{(T-9)}{T-1} \gamma_v^4 \sigma_v^4 - 4(\gamma_v^3)^2 - \frac{12}{(T-1)} \sigma_v^6,$$

$$\Psi_{v4}^{(3)} = \frac{1}{NT} \sum_{i=1}^N \sum_{t=1}^T \sum_{t' = 1}^T E[SK_{2it}^v SK_{2i't'}^v] = \gamma_v^4 - \sigma_v^4 + \frac{2\sigma_v^4}{(T-1)}.$$

Then, using Theorem 3.3 and the central limit theorem, the first part of the Theorem is proved.

Focus now on the behavior of $\hat{K}U_b$, the expression to analyze is

$$\sqrt{N}(\hat{K}U_b - KU_b) = \frac{\beta_b^\top}{\sigma_b} \frac{1}{\sqrt{N}} \sum_i KU_i^b + o_P(1), \tag{6.28}$$
where $\beta_b = [1, -2KU_b \sigma_b^2]^{\top}$ and $KU_i = [KU_{1i}^b, SK_{2i}^b]^{\top}$ are $2 \times 1$ vectors of the form and

$$KU_{1i}^b = (b_i^4 - \gamma_b^4) + \frac{4}{T} \sum_t b_i^3 v_{it} \frac{6}{T(T-1)} \sum_{s \neq t} b_i^2 v_{it} v_{is} + \frac{4}{T(T-1)(T-2)} \sum_t \sum_{s \neq r \neq t} b_i v_{it} v_{is} v_{ir}$$

$$+ \frac{1}{T(T-1)(T-2)(T-3)} \sum_t \sum_{s \neq r \neq h \neq t} v_{it} v_{is} v_{ir} v_{ih}.$$ 

Under the assumptions of this theorem, the mean of $\frac{1}{\sqrt{N}} \sum_i KU_i^b$ is zero and the variance-covariance matrix is

$$\Omega_b = \begin{bmatrix}
\Psi_{b4}^{(1)} & \Psi_{b4}^{(2)} \\
\Psi_{b4}^{(2)} & \Psi_{b4}^{(3)}
\end{bmatrix} \quad (6.29)$$

where

$$\Psi_{b4}^{(1)} = \frac{1}{N} \sum_i E[KU_{1i}^b KU_{1i}^b] = \gamma_b^8 - (\gamma_b^4)^2 + \frac{16}{T} \gamma_b^6 \sigma_v^2 + \frac{72}{T(T-1)} \gamma_b^4 \sigma_v^4 + \frac{96 \sigma_b^2 \sigma_v^6}{T(T-1)(T-2)}$$

$$+ \frac{24 \sigma_v^8}{T(T-1)(T-2)(T-3)},$$

$$\Psi_{b4}^{(2)} = \frac{1}{N} \sum_i E[KU_{1i}^b SK_{2i}^b] = \gamma_b^6 - \gamma_b^4 \sigma_v^2 + \frac{8}{T} \gamma_b^4 \sigma_v^2 + \frac{12}{T(T-1)} \sigma_b^2 \sigma_v^4,$$

$$\Psi_{b4}^{(3)} = \frac{1}{N} \sum_i E[SK_{2i}^b SK_{2i}^b] = \gamma_b^4 - (\sigma_b^2)^2 + \frac{4}{T} \sigma_b^2 \sigma_v^2 + \frac{2 \sigma_v^4}{T(T-1)}.$$ 

Finally, using the results of Theorem 3.3, $\widehat{\sigma_b^2} \overset{p}{\to} \sigma_b^2$, and by the central limit theorem, the second part of Theorem 4.3 holds.
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