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Abstract

We develop a model of matching from firms’ perspectives and draw resulting conclusions for the macro-dynamics of an economy. The key insight is that firms may wish to hire workers that are bad matches (having low productivity) in high-demand states, even if the worker must be hired to a long-run contract. This results in an increasing fraction of bad worker-firm matches as an economy booms, making it increasingly likely that a recession will occur the longer it has been since the last recession, and increasing the depth of the recession when it occurs. While employment is lowest immediately following a recession, an economy has its highest fraction of good to bad matches as it emerges from a recession. These dynamics result in fully-rational, endogenous business cycles featuring non-stationary distributions of unemployment for a given stationary exogenous shock: in particular, the longer it has been since the last recession the more fragile the economy becomes and the more dramatic its response to exogenous shocks. Examining US economic areas data from 1969-2011, we find that the longer the time elapsed since the last recession, the larger the drop in employment during the recession.
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Capitalism, then, is by nature a form or method of economic change and not only never is but never can be stationary... This process of Creative Destruction is the essential fact about capitalism. It is what capitalism consists in and what every capitalist concern has got to live in.

*Joseph Schumpeter, Capitalism, Socialism and Democracy, 1942*

## 1 Introduction

Facets of the destructive nature of capitalism play prominent roles in a spectrum of economic theories, from those underlying the Marxist class conflict that accompanies accumulation of capital to the Schumpeterian (1939) creative destruction that accompanies innovation and growth.\(^1\)

Here we document and provide a theory for aspects of cycles of growth and destruction that naturally emerge in an economy but that have not been documented before. In particular, the longer an economy has gone without a recession, the deeper the subsequent recession. This has an analogy to forest fires, in that the longer it has been since the last fire the more fuel builds up and the larger the subsequent fire. Ours is not simply a model of creative destruction, but one with a new form of nonstationarity that matches novel empirical observations that we also present.

Let us first briefly point out that this aspect of deeper drops following longer expansions appears strongly in the data. For this illustration, we use a 42 year panel of regional level data, and define the onset of a ‘crisis’ as a year of negative growth of proprietors’ income preceded by one or more periods of positive growth, which we call ‘an expansion’. In Figure 1 we report the histogram of the deviation in the growth of (wage and salary) jobs from its expansion average for different durations of expansion. The figure suggests that the extent to which employment drops in a recession is larger the longer the preceding expansionary period. In Section 4 we provide the detailed analysis of these data.

The model that we build that matches these features is one in which there are some search frictions in hiring in the economy. In times where demand is high, firms facing even small frictions in searching for workers may be willing to (fully rationally) hire workers that are less than optimal matches. In times of high demand it may be better to hire some labor that is a poor match for the firm’s productive process than to delay in waiting for a new match, even if that requires hiring on a long-term contract. The current gain in profits can outweigh the future discounted expected cost of the hiring low-quality matches.

The key ingredients are that there may be some delay in finding another worker due to

---

\(^1\)For more background and modern analyses of creative destruction, and a few papers from the literature offering detailed analyses of productivity changes and business cycles, see Gali and Hammour (1992), Davis and Haltiwanger (1992), Caballero and Hammour (1994, 1996), Acemoglu and Autor (2010), and Jaimovich and Siu (2012).
search frictions and also that workers are be hired to longer-term contracts. This occurs for several well documented reasons (e.g., see Farber (1999)) including that workers may have to invest in firm-specific human capital which requires long term contracts to avoid hold-up problems, and that workers may be more risk averse than firms in facing the search frictions in the labor markets and so optimal risk sharing involves long-term contracting.\(^2\) We take the search frictions as given, but the effects of the model could be even further amplified if we also allowed for effects such as that of the Beveridge Curve (Dow and Dicks-Mireaux (1958)), noting that the available labor pool becomes even tighter as the economy grows, giving more incentives for firms to accept worse matches.

Given these ingredients, the longer there is strong demand, the more bad matches will build up in an economy. This occurs even if firms are fully aware that a recession will eventually occur. In our model an eventual recession comes due to a random demand shock, but could also come due to a (small) productivity shock. Once the recession hits, the higher the fraction of bad matches that have built up (i.e., the longer it has been since the last

\(^2\)It is not essential that the contract be indefinite, simply that there be some cost or friction to firing workers - so that contracts are not completely at will.
Thus, the model produces patterns that exhibit the same patterns as those in Figure 1.

Beyond providing new insights about the relationship between the length of an expansionary period and the subsequent depth and probability of recessions, there are other aspects of our model and empirical findings that we emphasize.

First, is that the depth of the recession is not being driven by the size of some productivity shock: it comes from the accumulation of poor matches in the economy and a normal shock. Thus, one does not need unusually rare or large shocks to get a large effect; this follows simply from a long expansion.

Second, although for the purposes of modeling, we focus on labor as the input that the firms hire, the same analysis extends to any input that has some scarcity and cost of search: for instance a firm might have a choice of using an old inefficient technology or upgrading to a new technology at some cost or delay. In a period of high demand, the firm may find it optimal to continue to use the inefficient technology and only change when demand becomes low. Thus, over expansionary periods inefficient technology and assets may accumulate, leading to larger downfalls when a negative shock finally hits the economy.


In our analysis we abstract completely away from workers’ decisions and focus solely on firms’ hiring decisions. That provide us with new insights into the buildup of poor matches in employment over time that have not appeared in the literature before and are the driving force behind our results.

Ours is not the first work to provide foundations for, or evidence of, counter-cyclical exits. For example, an important paper by Bergin and Bernhardt (2008) is probably the most closely related and it provides new theory and insights into how firms’ decisions based on productivity in the face of demand states lead to weaker firms staying in when demand is high and then exiting when demand becomes low. Also related is recent work by Berger (2011). His model involves firms allowing productivity to drop in good times and then restructuring during bad times. Our model differs in many aspects from both of these, but shares basic features as it is primarily driven by firms’ decisions based on their productivity and the demand state and projections of future profits. Thus, for instance, our model also exhibits features of the counter-cyclical labor productivity that Berger analyzes. The novelty in our work comes on two dimensions: first, providing a theory predicting that the size of a recession and the number of layoffs will be positively related to the length of the expansion since the last recession (our “forest-fire” analogy), and second providing empirical evidence.
observations that are consistent with this theory.

2 A Simplified Model

We begin with a simplified model that illustrates some of the main points. In the simplified model the employment matches are either “good” or “bad” and the demand state is independent of employment. In Section 3, we present a richer model with any compact set of match types and interactions between demand and employment that provides additional insights and shows that these results are robust.

2.1 Search and Hiring Decisions

A firm can employ one worker at a time.4

Time comes in discrete periods $t \in \{1, 2, \ldots\}$. If the firm does not currently have a worker, then the firm gets to interview a potential new worker. The firm either decides to employ the worker, or to wait and search again. If the firm refuses the worker then the firm earns 0 profit for that period and awaits a new match in the next period.

The firm hires the worker indefinitely. This can be justified in several standard ways. One is that the worker is risk averse and there are some frictions to re-matching, in which case if the firm is less risk-averse than the worker then having a contract for more than one period is optimal. Another is that working for the firm may involve an up-front investment in firm-specific human capital and so offering a long-term contract provides efficient investment incentives and solves a hold-up problem (e.g., see Farber (1999)). For our analysis what is important is that workers are hired for more than one period at a time, and to keep the model uncluttered we impose this directly as it is clear that a variety of complications to the model would imply it.

Workers quit randomly with a probability $q \in [0, 1]$ at the beginning of any period (excluding the period in which they are first hired). There is a state of demand, either high or low, denoted $d_t \in \{H, L\}$. For the one-firm case, we take this to be independently and identically distributed across periods, being $H$ with probability $p$ and $L$ with probability $(1 - p)$. We endogenize demand in later sections.

The match between the firm and the worker in period $t$ is either “good” or “bad,” denoted $m_t \in \{G, B\}$, and stays for all periods for which a given worker works for the firm. The type of a match is good with probability $v$, bad with probability $(1 - v)$.

4The extension to many workers is straightforward and one can simply combine several of our firms, with some minor complications if one allows for complementarities in workers. As there is little insight gained from having larger firms in this model, we work with the simplest case that highlights the employment decisions and effects.
The consequence of the quality of the match is in terms of the profits of the firm, which depend on the state of demand and quality of the match, denoted $\pi_{dm}$, and satisfy the following:

- profits from good matches are positive regardless of the state, $\pi_{HG} > \pi_{LG} > 0$;
- profits from bad matches are only positive in the high demand state, $\pi_{HB} > 0 > \pi_{LB}$; and
- good matches are more profitable than bad matches in each demand state $d$, $\pi_{dG} > \pi_{dB}$.

Note that we abstract away from modeling wages explicitly and simply roll them into profits directly. Effectively, any model of setting wages works, provided that the profits from hiring good matches exceeds that of bad matches, and that bad matches are only profitable in the high demand state.

Also, the quality of the match may be interpreted in different ways. It might be some idiosyncratic matching: does the personality worker fit well with the culture of the firm. It could be a basic match of skills: does a programmer know how to program in the appropriate software language. It could also be that some workers are simply more talented than others. The precise form of the quality of the match is not consequential: what is important is that the firm can end up with workers of greater or lesser productivity and that there is some randomness in that matching.

The firm discounts the future at a rate $\delta < 1$ and maximizes its expected stream of discounted profits.

The worker takes a job regardless of the quality of the match.

The firm knows the quality of the match and the state when deciding on whether to hire a worker.

So, the ordering within a period is as follows:

- At the beginning of the period, a worker who was employed last period quits with probability $q$.
- Next, demand and match states are realized and observed by the firm (the match state is only relevant if the firm has a vacancy and a new match arrives).
- Then, the firm makes a hiring decision if it has a vacancy and a match is available.
- Finally, profits are recorded.

### 2.2 A Single Firm’s Hiring Decisions

When a firm has an opening and a match is possible it must choose whether to hire this new match.
Consider a period $t$ in which the firm has an opening, a match $m_t$ is possible and the realization of the state of demand is $d_t$. In an optimal strategy, the firm will clearly hire a good match regardless of the state. It is possible that in an optimal strategy, the firm would hire a bad match. In this simple version of the model, the firm would only choose to hire a bad match in a high demand state.

Therefore we consider two strategies: $\sigma \in \{\sigma_g, \sigma_Hb\}$ where $\sigma_g$ means that a firm only hires good matches and hires them regardless of the demand state, and $\sigma_Hb$ means that a firm hires good workers in any demand state and bad workers only in high demand states.

Let $V(\sigma)$ be the expected stream of discounted profits, beginning at the start of a period with a vacancy to be filled, and following a strategy $\sigma$. Straightforward calculations (details appear in Appendix 6.1) show that

$$V(\sigma_g) = \frac{vE_d(\pi_{dG})}{(1-\delta)(1-\delta(1-q)(1-v))}$$

and

$$V(\sigma_{Hb}) = \frac{vE_d(\pi_{dG}) + p(1-v)(\delta(1-q)E_d(\pi_{dB}) + (1-\delta(1-q))\pi_{HB})}{(1-\delta)(1-\delta(1-q)(1-(v+p(1-v))))}.$$  

The following proposition then follows from the expressions for the value functions above.

**Proposition 1** Hiring bad matches in high demand states is an optimal strategy if and only if

$$\frac{vE_d(\pi_{dG})}{1-\delta(1-q)(1-v)} \leq \frac{\pi_{HB}}{\delta(1-q)} - (\pi_{HB} - E_d(\pi_{dB})).$$

While this expression may be hard to interpret directly, the comparative statics are intuitive.

**Corollary 1** Hiring bad matches in a good state is more attractive relative to not doing so (i.e., the left hand side of (3) decreases and or the right hand side increases) as:

- good matches become less likely ($v$ decreases),
- the firm becomes less patient ($\delta$ decreases),
- workers quit with higher probability ($q$ increases),
- profits from good matches (in either state) decrease ($\pi_{dG}$ for either $d$ decreases), and
- profits from bad matches (in either state) increase ($\pi_{dB}$ for either $d$ increases).
2.2.1 Firm-Level Crises

Let a “firm crisis” be a situation in which there is low demand and the firm has a bad match in place: \( d_t = L, m_t = B \).

**Proposition 2** Suppose that \( \text{(3)} \) holds, so that a firm is willing to hire a bad match in the high demand state. Consider starting at some date \( t \) with high demand \( H \) and a good match \( m_t = G \) and then consider \( \tau \) subsequent periods of high demand. The probability that \( m_{t+\tau} = B \) increases with \( \tau \), and so the probability of a firm crisis occurring in period \( t+\tau+1 \) also increases in \( \tau \).

Proposition 2 shows that firms are increasingly likely to have a firm crisis the longer the expansionary period before a low demand shock. The intuition is that the firm is more likely to have been forced to replace a worker the longer the duration of expansion, and hence the more likely the firm is to have hired a bad match.\(^5\)

2.2.2 Waiting for Matches

In the above model, whenever the firm has a vacancy it gets a new match and can hire the worker. The only friction is that it must wait a period to get a new match if it does not hire the current match. Another possible consideration is that it might take some (random) time for the firm to even get a new match. By allowing a vacancy to persist, a third type of strategy can become attractive in extreme cases: it can even be worthwhile to hire a bad match in a low demand state. In a labor market where workers are very scarce, then hiring a bad match in a low demand state incurs a temporary loss in profits, but then possibly a long-term expected profit, while not hiring the worker might lead to many periods, including high demand ones, without any worker.

This is not a main point of the paper, but something worth noting, so we show that it is possible and then proceed.

Modify the above model so that when a firm has a vacancy a possible match arrives with probability \( \alpha \in (q, 1] \).\(^6\) If the firm refuses the worker then the firm earns 0 profit for that period and awaits a new match in the next period, which again arrives with probability \( \alpha \).

There are now three strategies that could be optimal hiring strategies: \( \sigma \in \{\sigma_g, \sigma_{Hb}, \sigma_a\} \), where \( \sigma_g \) means that a firm only hires good matches and hires them regardless of the demand state, and \( \sigma_{Hb} \) means that a firm hires good matches in any demand state and bad matches only in high demand states; and \( \sigma_a \) means that a firm hires any match when it has a vacancy regardless of the demand state.

\(^5\)The probability of having a bad match in place asymptotes upward towards the steady-state probability that a firm would have a bad match in place if the demand was always high.

\(^6\)Requiring \( \alpha > q \) ensures that the long-run steady state of the economy with multiple firms (see Section 2.3) features positive employment.
Straightforward calculations show that (details are provided in Appendix 6.1):

\[
V(\sigma_g) = \frac{\alpha v E_d (\pi_{dG})}{(1-\delta) (1-\delta (1-q) (1-\alpha v))} \tag{4}
\]

\[
V(\sigma_{Hb}) = \frac{\alpha v E_d (\pi_{dG}) + \alpha p (1-v) (E_d (\pi_{dB}) + (1-\delta (1-q)) (\pi_{HB} - E_d (\pi_{dB})))}{(1-\delta) (1-\delta (1-q) (1-\alpha (v + p (1-v))))} \tag{5}
\]

\[
V(\sigma_a) = \frac{\alpha v E_d (\pi_{dG}) + \alpha (1-v) E_d (\pi_{dB})}{(1-\delta) (1-\delta (1-q) (1-\alpha))} \tag{6}
\]

If \(\alpha = 1\), then the expressions in (4) and (5) reduce to (1) and (2), respectively. Moreover, in that case, it is easy to check that \(V(\sigma_{Hb}) > V(\sigma_a)\) (hiring a bad worker in a low demand state is dominated by waiting).

From these expressions, we see that if \(\alpha\) is sufficiently low, it is possible to have hiring any match in any state be the optimal strategy (so that \(V(\sigma_a)\) is the maximum of the above three expressions)\(^7\).

Moreover, the comparative statics results from Corollary 1 still hold when comparing \(V(\sigma_g)\) and \(V(\sigma_{Hb})\), and \(\alpha\) has the same effect as \(v\): hiring bad workers is more convenient in situations where the rate of arrivals of possible matches is lower.

### 2.3 Multiple Firms

We now examine what happens on the economy level, considering multiple firms making decisions. The interest in this case comes from two angles. One is that the interaction between firms may affect their profitability. The other is that the demand state can depend on overall employment.

We first analyze interaction between firms and then discuss the combination of the two effects.

We work with a unit measure of atomless firms so that a firm does not anticipate its individual hiring decision influencing economy-wide dynamics.

At any point in time, each firm is in one of three match states: \(G, B, U\) where \(U\) means that they are currently unmatched. The relevant match state of the economy is \(g_t, b_t, u_t\), which is the fraction of firms that have each type of match at the beginning of period \(t\), and where \(u_t = 1 - g_t - b_t\). Thus, it is sufficient to keep track of \(g_t, b_t\).

#### 2.3.1 Interaction in Firm Failure Rates

This version of the model is the same as the single-firm case except for the following. Firms interact with each other. In a high demand state, all firms keep their workers. In an low demand state, some firms with bad matches can be forced to layoff their workers.

\(^7\)This is easily seen by noting that the denominators all converge to \((1-\delta) (1-\delta (1-q))\) as \(\alpha \to 0\), and then the ordering on the numerators is a comparison between \(v E_d (\pi_{dG}) + (1-v) E_d (\pi_{dB})\) using \(\sigma_a\), \(v E_d (\pi_{dG})\) using \(\sigma_g\), and \(v E_d (\pi_{dG}) + p (1-v) (E_d (\pi_{dB}) + (1-\delta (1-q)) (\pi_{HB} - E_d (\pi_{dB})))\). The first expression is larger than either of the others if \(\pi_{HB} - E_d (\pi_{dB})\) is not too large.
We refer to this a “failure” and say that the firm “fails”, and treat this as if the firm disappears and is replaced by a new firm. If anything, this tempers the results as it makes firms more reluctant to hire bad matches. It slightly simplifies some of the calculations.

In particular, we consider settings in which a firm is more likely to be forced to layoff its worker as the fraction of bad matches \((b_t/(g_t + b_t))\) increases. So, as the overall productivity in the economy decreases, individual firms are more susceptible to failure.

We let the probability that a given firm with a bad match fails in a low demand state be given by \(\phi\left(\frac{b_t}{g_t + b_t}\right)\), where \(\phi\) is a non-decreasing function.

A simple example of this is one in which firms are paired together, for instance in some business venture, or have a vertical relationship in which one supplies the other. If two firms with bad matches are paired and the state is \(L\), then they both lose their worker and shut down. For instance, low demand causes lower sales for a retailer, which then affects a supplier to that retailer, and if both have bad worker matches, they each suffer to the point of having to shut down and layoff their workers. Other pairs survive (subject to the usual quitting constraints). For simplicity, we can assume entry of firms in order to have the mass of active firms constant and equal to one.

This interaction between firms corresponds as captured in \(\phi\) to a situation in which firms are complements. This comes both from direct interactions as well as interactions with the whole economy: firms fail with a higher rate as the overall health of firms in the economy is weaker. The alternative situation would be one where weak firms benefit from others’ weaknesses. Although this may seem intuitive, fewer firms tend to be in direct competition than in some other relationship. In fact, as pointed out by Acemoglu and Autor (2010) the complements case seems more relevant.

In fact, it is not necessary to have firms failures be positively correlated for our results to hold – it is only necessary that they are not too negatively correlated. Firms will tend to want to hire bad matches in high demand states, and all that is necessary is that this tendency not be overly counter-acted.

In this setting, the firms’ hiring decision are more complicated since they care about their interactions with other firms, and hence condition their decisions on the match state \(g_t, b_t\) in addition to the demand state. Firms can still be willing to hire bad matches in high demand states, regardless of the match state.

So, for the following two results we analyze a situation in which firms hire bad matches in a high demand state, regardless of the current state of the matches in the economy, but do not hire bad matches in a low demand \(L\) state. This holds for a range of parameter values. Also, we assume that the initial match states, \(b_0\) and \(g_0\), are below their maximum.

---

8For example, as they point out, Ford Motor Company lobbied the U.S. Congress to help bail out General Motors, since they share many parts suppliers. If G.M. had failed that would have hurt the suppliers and the loss of suppliers would have hurt Ford more than they would gained from having lost a competitor in the car market.
steady-state levels \[^9^10\]

**Proposition 3** Consider an economy emerging from a recession at some time \( t \) in a low demand state with a ratio of bad matches that is not excessively high, \( \frac{b_t}{g_t} < \frac{1-v}{v} \). Consider \( \tau \) subsequent expansionary periods of high demand. The longer the expansionary period lasts (the greater is \( \tau \)):

(a) the higher total employment, \( g_{t+\tau} + b_{t+\tau} \),

(b) the higher the total number of bad matches and the fraction of bad matches, \( b_t \) and \( b_t/(g_t + b_t) \), and

(c) the higher both the number and fraction of firms that fail in the next low demand state (the larger the recession and the more contagion in the recession).

Proposition 3 shows that the dynamics that occur on a single firm basis extend to a whole economy. In fact, not only do firms have higher probabilities of failing, but higher factions and numbers of firms fail the longer the expansionary period.

In addition to what happens at the onset of a recession, we can also deduce some dynamics within recessions (consecutive periods with low demand states).

**Proposition 4** Consider a recession (consecutive sequence of low demand states):

(d) the longer the recession lasts, the lower the number and the fraction of firms that fail per period,

(e) the longer the recession lasts, the higher both the fraction and mass of good matches in the economy.

To see the intuition behind (d) and (e), note that there are two forces increasing the fraction of matches that are good, \( g/(g + b) \). The first is the elimination of bad matches through accumulated failures, and second is that that vacancies are only filled with good matches in low demand states. This leads to a decreasing failure rate as only the strong survive, which also leads to fewer failures of remaining bad matches.

\[^9\]The economy has two steady-state levels, one that would be reached if demand stayed high forever (this is the maximum for \( b \)), and another if there was low demand forever (the maximum for \( g \)).

\[^10\]The proofs in Appendix 6.1 are written for the more general case with random arrival of possible matches at rate \( \alpha \in (q, 1] \), as discussed in Section 2.2.2
2.3.2 Employment Dependent Demand

We now enrich the model so that the evolution of the demand state, $d_t$, can depend on the employment levels, $g_t, b_t$. Higher levels of employment (in the partial ordering on $g_t, b_t$) leads to a higher probability of high demand $H$. The idea is that higher employment of both types of matches leads to higher demand: more workers have wages to spend. This leads to a definition of the “overheating” of an economy.

Consider a setting that begins with the employment states, $g_t$ and $b_t$, both below the steady-state levels that they would reach if high-demand states persisted forever. The more periods that occur without a low demand state, the higher the employment, which leads to higher probabilities of staying in the high demand state, which then leads to more bad matches hired: providing more fuel for a deeper and longer recession when it hits.

In particular, let the probability of a high demand state be an increasing function of the total number of employed workers. Let $\bar{e}$ be a threshold such that if $g_t + b_t < \bar{e}$ then only good matches are hired, but once $g_t + b_t \geq \bar{e}$ then it is attractive to hire bad matches in the high demand state, since then there is a high enough probability that the next periods will be high demand as well.

Periods of high demand that we refer to as expansions consist of two subsequent phases:

Slow expansion: $g_t + b_t < \bar{e}$ and only good matches are hired. The transition here is

$$
\begin{align*}
g_{t+1} &= (1 - q) g_t + v \alpha (q (1 - u_t) + u_t) \\
b_{t+1} &= (1 - q) b_t \\
u_{t+1} &= (1 - v \alpha) (q (1 - u_t) + u_t)
\end{align*}
$$

Fast expansion, an “overheating” economy: bad matches are hired and the process is reinforcing, meaning that total employment keeps growing as the probability of low demand keeps falling. The transition here is described in equations (7), (8), and (9) in Appendix 6.1.

If the economy starts with total employment below the threshold level $\bar{e}$, the economy will start with a slow expansion during which employment grows at a slow rate, eventually followed by a faster expansion once total employment reaches $\bar{e}$. The gravity of a new recession is low during the adjustment phase, and then grows the longer the expansion.

3 A General Model

We now generalize the above model to allow for many possible match types and demand states.

3.1 The Setting

An economy consists of a unit mass of non-atomic firms.
The set of demand states comes from a compact metric space $D$ with an associated partial ordering $\geq$. This allows demand to be multi-dimensional, so that demands can differ across sectors.

The set of possible match types for any firm lies in a compact set $M \subset \mathbb{R}$.

The match state in the economy at time $t$ is described by $(u_t, \mu_t)$, where $u_t \in [0, 1]$ is the fraction of firms with a vacancy and $\mu_t$ a probability distribution on $M$, $\mu_t \in \mathcal{P}(M)$, which describes the relative frequencies of types of matches among firms that have workers.

The timing of period $t$ is the following:

1. Demand realization: A demand state $d_t$ is drawn from the distribution $\eta \in \mathcal{P}(D)$ and publicly observed.

2. Failures/Layoffs: A firm matched with a worker of type $m$ “fails,” i.e., shuts down and loses the worker, with probability $\phi(\mu_{t-1}, d_t, m)$, where $\phi: \mathcal{P}(M) \times D \times M \rightarrow [0, 1]$ is continuous and non-increasing in $\mu, d,$ and $m$.

3. Job turnover: Remaining firm-worker matches are exogenously separated with probability $q \in [0, 1]$.

4. Hiring: Active firms with a vacancy can hire a new worker whose type is randomly drawn from the (non-atomic) distribution $F$.

5. Profits are recorded: An active firm matched to a type $m$ worker makes profits $\pi(m, d)$, where $\pi: M \times D \rightarrow \mathbb{R}$ is bounded and increasing in both arguments. An active firm without a worker has zero profits.

6. Entry: The measure of firms that have failed attracts an equal mass of new firms in the economy, these become active with an open vacancy.

The new state $u_t, \mu_t$ is publicly observed.

Firms maximize the discounted sum of expected profits over time with a discount factor $\delta \in (0, 1)$.

### 3.2 Monotonicity and Stationary Strategies

A history of the economy through period $t$ is an array

$$h_t = (u_{t-k}, \mu_{t-k}, d_{t-k})_{k=0}^t.$$  

---

11 We endow $\mathcal{P}(M)$ with the weak$^*$-topology and the first-order stochastic dominance partial order.
12 We could fold natural turnover into the layoffs that are dependent on the state, but it is easy to separate the two - so this corresponds to the lowest, base rate of separation that occurs regardless of the state of demand and matches, while the state-sensitive part of the separation is captured above.
13 This keeps the mass of firms in the economy constant and equal to one. Alternatively, we could simply have bankrupt firms begin anew, with a loss from going bankrupt.
Because firms are non-atomic, the decision of a single firm does not affect the transition of the employment state $u_{t-1}, \mu_{t-1} \to u_t, \mu_t$ or the demand state $d_t \to d_{t+1}$. Thus, a firm’s future expected payoffs are increasing in its hired match-type $m$: for any (end of) period in which a firm has a worker, the firm’s profit, $\pi(m, d)$, is increasing in $m$ and its probability of transitioning to bankruptcy is non-increasing in $m$ given any $u$, $\mu$ and $d$.

Maximization of expected discounted streams of profits implies that in any given period $t$, and for any history $h_t$, a firm has a threshold $\tilde{m}_t(h_t) \in M$ such that a match is hired if it exceeds $\tilde{m}_t(h_t)$ and not if it is below. The firm may mix at atoms, but regardless, this allows us to represent a strategy for firm in terms of the probability of hiring during a given period.

So, a strategy $\sigma(h_{t-1}, d_t) \in [0, 1]$ indicates the probability that a firm hires a match conditional on the history through the previous history and the current demand state.

In this setting, an equilibrium exists in stationary strategies, allowing decisions in period $t$ to depend only on the current-period state $(u_{t-1}, \mu_{t-1}, d_t)$.

### 3.3 Equilibrium

When the other firms in the economy adopt a given strategy, $\sigma$, a firm (being atomless) then faces the transition $T^\sigma$ describing the evolution of the state $(u_{t-1}, \mu_{t-1}, d_t)$ and chooses its strategy optimally.\(^\text{14}\)

An equilibrium is a function $\sigma^*$ such that:\(^\text{15}\)

1. $\sigma^*$ is optimal (among all strategies, including non-stationary ones) for all histories and states for a firm taking $T^{\sigma^*}$ as given
2. $T^{\sigma^*}$ is generated by $\sigma^*$ (and the other elements of the model).

In this model an equilibrium exists, as shown in Appendix 6.2.\(^\text{16}\)

**Theorem 1** There exists an equilibrium $\sigma^*$, and any equilibrium is such that the hiring strategy $\sigma^*(u_{t-1}, \mu_{t-1}, d_t)$ is non-decreasing in the demand state $d_t$.

The assumptions are weak enough so that there may exist multiple equilibria, but our results apply to directly to any equilibria that satisfy minimal conditions discussed below.

\(^{14}\)The function $T^\sigma$ also depends on the failure function $\phi$, the distributions $F$ and $\eta$, and the parameter $q$ as detailed in Appendix 6.2. We omit the full notation to keep the presentation uncluttered.

\(^{15}\)This definition of equilibrium allows for a continuum of agents and circumvents some measurability assumptions by allowing the measures to aggregate the individual actions in an anonymous manner given the atomless nature of the setting. This is a standard technique, which dates to Hildenbrand (1974) and has been extended and used in a variety of settings, including Bodoh-Creed (2012) and Adlakha et al. (2011).

\(^{16}\)Bergin and Bernhardt (1992) prove existence of equilibria in a class of related dynamic models, but their results would not apply to our model without stronger assumptions. Thus, we provide a direct proof of existence tailored to our model.
3.4 Dynamics

We now analyze the dynamics of the employment state and failures in an equilibrium.

One condition that is needed for the more general model to exhibit dynamics similar to those we identified in the simple model, is that the match state of the economy does not overly feedback to reverse decisions by firms. In particular, consider a firm deciding on whether to hire a low match. For worse overall match states of the economy, the firm is less prone to want to hire that match, since a lower match state could lead to a worse recession once it comes, which makes the firm less likely to survive the recession. This effect cannot be so overwhelming that it reverses the state of the economy so that the economy emerges with better matches. In particular, we work with the following “no reversal” condition.

An employment state \( u, \mu \) dominates another employment state \( u', \mu' \) if \( u \geq u' \) and \( \mu \) (weakly) first order stochastic dominates \( \mu' \).

Domination implies that there are both absolutely and relatively more “bad” matches under \( u', \mu' \), since the distribution is worse and there is higher employment. We say that there is strict dominance if both inequalities are strict.\(^{17}\)

An economy and a strategy \( \sigma \) satisfy no reversals if \( u_{t-1}, \mu_{t-1} \) dominates \( u'_{t-1}, \mu'_{t-1} \) implies that \( u_t, \mu_t \) dominates \( u'_t, \mu'_t \) for any \( d_t \), where \( u_t, \mu_t = T^\sigma(u_{t-1}, \mu_{t-1}, d_t) \) and \( u'_t, \mu'_t = T^\sigma(u'_{t-1}, \mu'_{t-1}, d_t) \).

A variety of conditions are sufficient for this to hold, such as \( \sigma \) not depending on \( u_{t-1}, \mu_{t-1} \) as in the simple model.

As in the model analyzed in Section 2, the duration of an expansionary period decreases the overall quality of employed matches and increases the fraction of firms going bankrupt for a given drop in the demand-state \( d \). In this richer environment, moreover, the size of the expansion (in terms of increases in demand) has a similar effect, since equilibrium hiring \( \sigma^*(u, \mu, d) \) is non-decreasing in \( d \).

Consider \( t \) periods, with corresponding demand states \( d = (d_1, \ldots, d_t) \) and some starting employment state \( u_1, \mu_1 \). Given some threshold strategy \( \sigma \), let \( M^\sigma_t(u_1, \mu_1, d) \) be the employment state \( u_t, \mu_t \) in the economy in period \( t \) conditional on the starting employment state and the sequence of demands \( (u_1, \mu_1, d) \).

**Proposition 5** Consider an economy and equilibrium \( \sigma^* \) that satisfy no reversals with starting employment state \( u_1, \mu_1 \). If \( d' = (d'_1, \ldots, d'_t) < d = (d_1, \ldots, d_t) \), then \( M^\sigma^*_t(u_1, \mu_1, d') \) dominates \( M^\sigma^*_t(u_1, \mu_1, d) \).

The following corollary then shows that the fraction of firms going bankrupt is increasing in the history of demand states, so that a higher sequence of demands has led to worse matches and hence more failures for any given circumstance in the next period.

\(^{17}\)Strict first order stochastic dominance here means that the two distributions differ and satisfy weak dominance.
**Corollary 2** Consider an economy and equilibrium $\sigma^*$ that satisfy no reversals, starting employment state $u_1, \mu_1$, and a sequence of $t$ periods with demand states $d$. The fraction of firms failing for a given demand state $d_{t+1}$ in the next period is increasing in $d$.

Our next results show that the longer the time horizon, the worse the expected employment state, and the more firms that are expected to fail.

Consider an initial demand state $d_1$, and let

$$G_t(d_1) = \{(d_1, ..., d_t) \in D^t : d_{\tau+1} \geq d_\tau, \ \tau = 1, ..., t - 1\},$$

be all the possible $t$-period expansions, so that demand increases for those $t$ periods.

Given some threshold strategy, $\sigma$, and some initial employment state, $u_1, \mu_1$, let

$$EM^\sigma_t(u_1, \mu_1, d_1, d) = E \left[ M^\sigma_t(u_1, \mu_1, d) | d \in G_t(d_1) \right]$$

be the expected employment state in the economy in period $t+1$ conditional on $(u_1, \mu_1, G_t(d_1))$.

**Proposition 6** Consider an economy and equilibrium $\sigma^*$ that satisfy no reversals and initial employment and demand states, $u_1, \mu_1, d_1$. The expected employment state conditional on $t$ periods of expansion, $EM^\sigma_t(u_1, \mu_1, d_1)$, is weakly decreasing in the number of periods, $t$, in our dominance sense.

**Corollary 3** Consider an economy and equilibrium $\sigma^*$ that satisfy no reversals, and starting employment and demand states, $u_1, \mu_1, d_1$. The longer the expansion (the greater the number of increasing demand periods $t$), the larger the expected fraction of firms that fail for any given demand state $d_{t+1}$.

**4 Empirical Observations**

We now present some empirical findings that are consistent with our theoretical results. We use the 179 Bureau of Economic Analysis (BEA) Economic Areas as the relevant markets (as in our model within a given area firms interact with each other and share the same demand and labor market). We find a significant negative relationship between the duration of an expansion and the subsequent drop in the number of wage and salary jobs at the onset of a crisis.

---

18 To quote, these correspond to the “relevant regional markets surrounding metropolitan or micropolitan statistical areas. They consist of one or more economic nodes, metropolitan or micropolitan statistical areas, that serve as regional centers of economic activity and the surrounding counties that are economically related to the nodes. These economic areas represent the relevant regional markets for labor, products, and information. They are mainly determined by labor commuting patterns that delineate local labor markets and that also serve as proxies for local markets where businesses in the areas sell their products.”
4.1 BEA Economic Areas Crises (1969-2011)

We use a balanced panel provided by the BEA covering the years 1969-2011, and containing for each area the complete yearly series of the area’s population, number of wage and salary jobs, and proprietors’ income.\footnote{The BEA definitions of wage and salary employment and proprietors’ income can be found at http://www.bea.gov/regional/definitions/nextpage.cfm?key=Wage$20and$20salary$20employment, and http://www.bea.gov/regional/definitions/nextpage.cfm?key=Proprietors$27%20income, respectively. Data were last downloaded November 12\textsuperscript{th}, 2013.}

We define the onset of an (area-level) ‘crisis’ as the first year of negative growth of proprietors’ income following one or more years of positive growth, which we refer to as an ‘expansion’. This results in a dataset of 1273 crisis onsets for which we can compute the duration of the preceding expansions.\footnote{Some crises happen near the beginning of the data set and so the full length of the expansion cannot be computed. Those are omitted from our calculations.}

In Appendix 6.3 we show that the negative relationship between length of expansion subsequent loss of jobs is robust to alternative ways of defining a crisis, including various alternative definitions that consider a crisis to be either some absolute or some relative change in growth, rather than requiring that it become negative.

For each crisis we observe the growth rates of the population, the proprietors’ income, and the number of wage and salary jobs (which we refer to as ‘job growth’ henceforth). We also keep track of average income and job growth rates during the expansionary period preceding the crisis. In terms of our model, proprietors’ income is a measure of firms’ profitabilities in the area, while the number of wage and salary jobs measures the number of workers employed by these firms.

Our model predicts that, ceteris paribus, a longer expansion should correspond to a bigger drop in job growth. This contrasts with a standard stationary environment, where the duration of the expansionary period preceding a crisis should not have any impact on the drop in employment in the first year of crisis after controlling for income and population growth.

We regress job growth in an area at the onset of a crisis on the expansion duration and various controls. Trending components are extraneous to our simple model with i.i.d. demand and a fixed population, but trends are evident in the data - especially in population movements. Thus, it is important to control for such trends, and so we control for the average job growth during the expansion years preceding the crisis in order to measure the impact of expansion’s duration on the deviation of job growth from its existing trend. In the full specification, we also include state and year fixed effects. State fixed effects control for state-specific trends that might differ from the area specific average job growth during the preceding expansion. The impact of expansion’s duration can be estimated by looking at areas entering a crisis in the same year (as the year fixed-effects control for year-specific US-wide shocks) after expansions with different durations.

In Table 1 we report the OLS estimates. The effect of duration is negative and significant...
in all the various specifications, with the coefficient varying between -0.03 and -0.06. Roughly, 5 additional years of expansion implies an additional drop in job growth between .15 and .30 percent, everything else held constant. We compute robust standard errors clustered at the area level (thus allowing for arbitrary correlation of job growth within a given area).

**Table 1: OLS regression. Robust standard errors, clustered at the area level.**

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>-0.036**</td>
<td>0.0171</td>
<td>0.0413</td>
<td>-0.0001</td>
<td>-0.038</td>
</tr>
<tr>
<td></td>
<td>-0.040***</td>
<td>0.0142</td>
<td>0.0351</td>
<td>-0.0012</td>
<td>1.264***</td>
</tr>
<tr>
<td></td>
<td>-0.033**</td>
<td>0.0169</td>
<td>0.0359</td>
<td>-0.0013</td>
<td>1.120**</td>
</tr>
<tr>
<td></td>
<td>-0.039**</td>
<td>0.0161</td>
<td>0.0497</td>
<td>-0.004***</td>
<td>0.644</td>
</tr>
<tr>
<td></td>
<td>-0.039**</td>
<td>0.0161</td>
<td>0.0494</td>
<td>-0.0008</td>
<td>2.217***</td>
</tr>
<tr>
<td></td>
<td>-0.061***</td>
<td>0.0170</td>
<td>0.0494</td>
<td>0.0003</td>
<td>-1.069</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.840***</td>
<td>0.842***</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.0727</td>
<td>0.0731</td>
<td>0.819***</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.0950</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>-0.001*</td>
<td>-0.004***</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.0008</td>
<td>0.0003</td>
<td></td>
</tr>
<tr>
<td>Obs.</td>
<td>1273</td>
<td>1273</td>
<td>1273</td>
<td>1273</td>
<td>770</td>
</tr>
<tr>
<td>FE</td>
<td>X</td>
<td>Year</td>
<td>State, Year</td>
<td>State, Year X Year</td>
<td></td>
</tr>
<tr>
<td>R-squared</td>
<td>0.262</td>
<td>0.603</td>
<td>0.647</td>
<td>0.691</td>
<td>0.692</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.692</td>
<td>0.692</td>
<td>0.890</td>
<td></td>
</tr>
</tbody>
</table>

To see the effects graphically, in Figure 2 we plot the polynomial smoothing of estimated residuals of changes in job growth rate minus trend, when controlling for state and year fixed effects as well as population growth and change in income growth at the onset of the crisis. The shaded region is the 95% confidence interval with clustered standard errors.

The results in Table 1 follow a conservative specification. If the recent worldwide financial crisis is excluded (removing years past 2008) which caused systematic drops in job growth, then the coefficients go up significantly, as we see in Appendix 6.3. Moreover, one can directly work with deviations of growth from average (see Table 2 in the Appendix 6.3).

Another method of correcting for variations in trends is to work with a vector autoregressive (VAR) formulation. Such formulations result in very similar results, with even larger coefficients, as we report in Table 3 of Appendix 6.3.

5 Concluding Remarks

We have found that the drop in job growth during an economic downturn is correlated with the length of the preceding expansionary period. This is observed when analyzing U.S. regional level data starting from 1969. We have provided a model of this in which firms facing

---

21 These are the residuals of the regression corresponding to equation (20) in the appendix when restricting $\beta_1 = 0$. 

---
search frictions in hiring workers are willing to hire relatively lower-productivity matches in high demand periods. These lower-quality matches build up during an expansion, then leading to larger layoffs as an economy eventually hits a negative shock (without requiring a large shock to trigger a large downturn). This provides a basic and endogenous asymmetry in business cycles, and a fundamental form of non-stationarity. Although we have discussed this in terms of employment dynamics, it holds with any factor of production that is subject to medium to long-term investments, including various forms of capital and technologies.

5.1 Policy Implications

The findings here suggest that policies aimed at employment and business cycles should take such dynamics into account. Given the forest-fire analogy to our model, one is tempted to search for further analogies in terms of policies of controlled burns and not over-controlling small fires when they hit. We are wary of pushing the analogy to that extent.

Nonetheless, the model does have implications that are at least worth thinking through for further evaluation. In particular, lowering frictions in labor markets would lower the number of bad matches. More specifically, one tends to see two prominent ways of helping insure workers against unemployment. One is through regulations that make it difficult for firms to fire or lay off workers. Another is to provide various forms of unemployment insurance and assistance in searching for employment. In the context of our model, the second approach is superior to the first: increasing the rigidity increases the number of bad matches, while providing additional assistance smoothing transitions for workers allows them to be hired to more flexible contracts that eliminates the long-term build-up of bad matches\footnote{Note that this is an indirect effect: offering unemployment insurance changes the nature of employment contracts permitting greater turnover. This is aside from incentive effects it causes in the search decisions, which are also important (e.g., see \textcite{Schmeider:2012}).}. 

\textcite{Schmeider:2012}
5.2 Extensions

Our analysis is a partial equilibrium one, as we do not model entry of firms or search decisions by workers. Although embedding our model into a fuller equilibrium setting would add complexity, it could also result in further amplification of some of the effects that we have documented. As workers become scarcer as an expansion endures, the available match quality may be further reduced further reinforcing the fraction of bad matches. Similarly, as more firms enter the market on the margin during an expansion, they would tend to be firms with worse productivity matches overall. This could be an interesting area for further analysis.

In our model we have folded wages into the profit function, since the explicit determination of wages is inconsequential for our results – just the overall resulting profit numbers. Nonetheless, it could be interesting to explore dynamic wage implications of an extended model that includes wage determination.

A last comment concerns on-the-job search. Allowing for such search could have countervailing effects. On the one hand it might lead some bad matches to find better matches over time. On the other hand, it might be that good matches are people who generally have better prospects and rematch more easily, leaving bad matches left behind at firms. Overall effects would require a rich model to disentangle and would be interesting to explore.
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6 Appendix

6.1 Proofs of Propositions and Omitted Algebra

Value Functions Derivation:

We compute the expected discounted profits beginning from a period with an open vacancy for the richer model described in Section 2.2.2, where possible matches arrive with probability $\alpha \in (q, 1]$. With $\alpha = 1$ this corresponds to the simpler model from Section 2.1.

Starting with the case when strategy $\sigma_g$ is adopted we have

$$V(\sigma_g) = \alpha v \left( \sum_{\tau=0}^{\infty} q (1 - q)^{\tau} \left( \sum_{s=0}^{\tau} \delta^s E_d (\pi_d G) + \delta^{\tau+1} V(\sigma_g) \right) \right) + (1 - \alpha v) \delta V(\sigma_g),$$

or

$$V(\sigma_g) \left( 1 - \delta \left( 1 - \alpha v + \frac{q \alpha v}{1 - \delta (1 - q)} \right) \right) = \frac{\alpha v E_d (\pi_d G)}{1 - \delta (1 - q)},$$
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which simplifies to

\[ V(\sigma_g) (1 - \delta (1 - q) + \delta \alpha v (1 - q)) = \alpha v E_d(\pi_{dG}), \]

or

\[ V(\sigma_g) (1 - \delta) (1 - \delta (1 - q) (1 - \alpha v)) = \alpha v E_d(\pi_{dG}), \]

yielding the expression in (4).

When strategy \( \sigma_{Hb} \) is adopted the value function is instead

\[
V(\sigma_{Hb}) = \alpha v \left( \sum_{\tau=0}^{\infty} q (1-q)^\tau \left( \sum_{s=0}^\tau \delta^s E_d(\pi_{dG}) + \delta^{\tau+1} V(\sigma_{Hb}) \right) \right) \\
+ \alpha (1-v) p \left( \sum_{\tau=0}^{\infty} q (1-q)^\tau \left( \pi_{HB} + \sum_{s=1}^\tau \delta^s E_d(\pi_{dG}) + \delta^{\tau+1} V(\sigma_{Hb}) \right) \right) \\
+ (1 - \alpha (v + p (1-v))) \delta V(\sigma_{Hb}),
\]

or

\[
V(\sigma_{Hb}) \left( 1 - \delta \left( 1 - \alpha (v + p (1-v)) + q\alpha (v + p (1-v)) \right) \right) = \frac{\alpha v E_d(\pi_{dG}) + \alpha p (1-v) E_d(\pi_{dB})}{1 - \delta (1-q)} + \alpha p (1-v) (\pi_{HB} - E_d(\pi_{dB})),
\]

which simplifies to

\[
V(\sigma_{Hb}) (1-\delta)(1-\delta(1-q)(1-\alpha(v+p(1-v)))) = \alpha v E_d(\pi_{dG}) + \alpha p (1-v) E_d(\pi_{dB}) + (1 - \delta (1-q)) (\pi_{HB} - E_d(\pi_{dB})),
\]

yielding the expression in (5).

Finally, for the strategy of hiring good and bad workers in either demand state, \( \sigma_a \), interesting only if \( \alpha << 1 \), we have

\[
V(\sigma_a) = \alpha \left( \sum_{\tau=0}^{\infty} q (1-q)^\tau \left( \sum_{s=0}^\tau \delta^s E_{db}(\pi_{dB}) + \delta^{\tau+1} V(\sigma_a) \right) \right) + (1 - \alpha) \delta V(\sigma_a),
\]

or

\[
V(\sigma_a) \left( 1 - \delta \left( 1 - \alpha (1-\delta)(1-q) \right) \right) = \frac{\alpha E_{db}(\pi_{db})}{1 - \delta (1-q)},
\]

which simplifies to

\[
V(\sigma_a) (1-\delta)(1-\delta(1-q)(1-\alpha)) = \alpha E_{db}(\pi_{db}),
\]

yielding the expression in (6).

**Proof of Proposition 1**:
Consider the expression for $V(\sigma_g)$ and $V(\sigma_{Hb})$ from (1) and (2), respectively. Both denominators are positive, so that $V(\sigma_g) \leq V(\sigma_{Hb})$ if and only if

$$vE_d(\pi_{dG})(1 - \delta (1 - q)(1 - v - p(1 - v))) \leq (vE_d(\pi_{dG}) + p(1 - v)(\delta(1 - q)E_d(\pi_{dB}) + (1 - \delta(1 - q))\pi_{HB}))(1 - \delta (1 - q)(1 - v))$$

or

$$vE_d(\pi_{dG})\delta (1 - q)p(1 - v) \leq (p(1 - v)(\delta(1 - q)E_d(\pi_{dB}) + (1 - \delta(1 - q))\pi_{HB}))(1 - \delta (1 - q)(1 - v))$$

and dividing both sides by $p(1 - v)$ this condition becomes

$$vE_d(\pi_{dG})\delta (1 - q) \leq (\delta(1 - q)E_d(\pi_{dB}) + (1 - \delta(1 - q))\pi_{HB})(1 - \delta (1 - q)(1 - v))$$

or

$$\frac{vE_d(\pi_{dG})}{(1 - \delta (1 - q)(1 - v))} \leq \frac{\pi_{HB}}{\delta (1 - q) - (\pi_{HB} - E_d(\pi_{dB}))}$$

which corresponds to (3).

**Proof of Proposition 2:**

Let $m_t = U$ denote a situation where no worker is employed by the firm at the end of period $t$.

When $V(\sigma_{Hb}) > V(\sigma_g)$, the transition matrix of the Markov process describing the evolution of $m_t$ along periods with back-to-back $H$ demand state is

$$T_{HH} = \begin{bmatrix}
(1 - q) + qv & q(1 - v) & 0 \\
qv & (1 - q) + q(1 - v) & 0 \\
v & (1 - v) & 0
\end{bmatrix},$$

where the first row corresponds to the state $m = G$, the second row to $m = B$, and the third row to $m = U$.

The $\tau$-fold matrix product of this matrix, $(T_{HH} \times T_{HH} \times ... \times T_{HH})$ $\tau$ times, is denoted
(\(T_{HH}\))^\(\tau\). This matrix is:\mbox{23}

\[
(\mathbf{T}_{HH})^\tau = \begin{bmatrix}
\frac{1}{v} (v-1) & 0 & 1 \\
1 & 0 & 1 \\
0 & 1 & 1 \\
\end{bmatrix}
\begin{bmatrix}
(1-q)^\tau & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 1 \\
\end{bmatrix}
\begin{bmatrix}
-v & v & 0 \\
-v & v-1 & 1 \\
v & 1-v & 0 \\
\end{bmatrix}
\]

\[
= \begin{bmatrix}
v + (1-q)(1-v) & 1 - v - (1-q)(1-v) & 0 \\
v - v (1-q)^\tau & 1 - v + v (1-q)^\tau & 0 \\
v & 1-v & 0 \\
\end{bmatrix},
\]

from which it is immediate to see that the probability of transitioning from \(m_{t-\tau} = G\) to \(m_t = B\) is \((1 - v) (1 - (1-q)^\tau)\), strictly increasing in \(\tau\). \[\blacksquare\]

**Proof of Proposition 3:**

We measure the aggregate states of employment at the end of each period and consider the richer model with random arrival of possible matches at rate \(\alpha\) (this covers the \(\alpha = 1\) case).

The transition from \(g_t, b_t\) to \(g_{t+1}, b_{t+1}\) when demand is \(H\) is as follows:

\[
g_{t+1} = \underbrace{(1-q)g_t}_{\text{old good matches}} + \underbrace{v\alpha (q (b_t + g_t) + u_t)}_{\text{new good matches}}
\]

\[
b_{t+1} = \underbrace{(1-q)b_t}_{\text{old bad matches}} + \underbrace{(1-v)\alpha (q (b_t + g_t) + u_t)}_{\text{new bad matches}}
\]

\[
u_{t+1} = 1 - g_{t+1} - b_{t+1} = (1 - \alpha) (q (b_t + g_t) + u_t).
\]

The system of difference equations (7), (8), and (9) admits a unique globally stable steady state:

\[
g^{SS} = \frac{\alpha v}{1 - (1 - \alpha) (1 - q)}, \quad (10)
\]

\[
b^{SS} = \frac{\alpha (1-v)}{1 - (1 - \alpha) (1 - q)}, \quad (11)
\]

\[
u^{SS} = \frac{(1 - \alpha) q}{1 - (1 - \alpha) (1 - q)}, \quad (12)
\]

(a) With \(d = H\) the economy tends toward full employment \((b^{SS} + g^{SS} = \frac{\alpha}{1-(1-\alpha)(1-q)}\), or \(b^{SS} + g^{SS} = 1\) when \(\alpha = 1\)). This is the maximum level that can be reached and will never be crossed. Therefore \(b_t + g_t\) is (weakly) increasing along sequences of high demand states.

\[\text{23The spectral decomposition of } \mathbf{T}_{HH} \text{ is:}\]

\[
\begin{bmatrix}
\frac{1}{v} (v-1) & 0 & 1 \\
1 & 0 & 1 \\
0 & 1 & 1 \\
\end{bmatrix}
\begin{bmatrix}
1 - q & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 1 \\
\end{bmatrix}
\begin{bmatrix}
-v & v & 0 \\
-v & v-1 & 1 \\
v & 1-v & 0 \\
\end{bmatrix}.
\]

To compute the \(\tau\)-fold matrix product we simply need to take the \(\tau\)th power of the eigenvalues in the characteristic matrix.
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(b) Clearly since \( b_0 < b_{SS} \), \( b_t < b_{SS} \) will always be the case (\( b_t \) approaches \( b_{SS} \) from below, then drops during periods of low-demand, etc.). Therefore \( b_t \) is increasing along periods of back-to-back high-demand.

From (10) and (11) we have \( \frac{b_{SS}}{b_{SS} + g_{SS}} = (1 - v) \). Since we assume that \( \frac{b_t}{g_t} < \frac{1-v}{v} \) (or equivalently \( \frac{b_t}{b_t + g_t} < 1 - v \)) when the sequence of high-demand periods started, this ratio is growing along the sequence, approaching the steady state from below.

(c) The number of firms that would fail if the next period has \( d_{t+1} = L \) is

\[
 b_t \phi \left( \frac{b_t}{b_t + g_t} \right),
\]

this number increases since in (b) we showed that both \( b_t \) and \( \frac{b_t}{b_t + g_t} \) increase and \( \phi \) is an increasing function.

Analogously, the fraction of firms that will fail if demand transitions to low in the next period is

\[
 \frac{b_t}{b_t + g_t} \phi \left( \frac{b_t}{b_t + g_t} \right),
\]

also increasing for the same reasoning as in (c).

Proof of Proposition 4:

The transition from \( g_t, b_t \) to \( L, g_{t+1}, b_{t+1} \) is described by the following system:

\[
 g_{t+1} = (1-q) g_t + v\alpha \left( q \left( b_t \left( 1 - \phi \left( \frac{b_t}{b_t + g_t} \right) \right) + g_t \right) + u_t \right) \tag{14}
\]

\[
 b_{t+1} = (1-q) b_t \left( 1 - \phi \left( \frac{b_t}{b_t + g_t} \right) \right) \tag{15}
\]

\[
 u_{t+1} = b_t \phi \left( \frac{b_t}{b_t + g_t} \right) + (1-v\alpha) \left( q \left( b_t \left( 1 - \phi \left( \frac{b_t}{b_t + g_t} \right) \right) + g_t \right) + u_t \right). \tag{16}
\]

(d) From (15) it is trivial to see that \( b_t \) is decreasing throughout the recession. To see that

\[
 \frac{b_{t+1}}{b_{t+1} + g_{t+1}} < \frac{b_t}{b_t + g_t} \tag{17}
\]

note that \( g_t \) is increasing because as long as \( g_0 \) is assumed to be below its maximal steady state level (which is the limit toward which \( g \) asymptotes when \( d = L \) forever) this must be the case. But then with \( b_{t+1} < b_t \) and \( g_{t+1} > g_t \) (17) must hold. Recalling that the number of firms that fail in each period is

\[
 b_t \phi \left( \frac{b_t}{b_t + g_t} \right) \]
all the above implies that this number is decreasing along the sequence of low demand states. For the fraction of failing firms, as in (13), the same reasoning applies.

The above reasoning also implies (e).

**Proof of Proposition 5:**

Note that $M_t^{\sigma^*}(u_0, \mu_0, d)$ is defined recursively using the one-period transition function $T^{\sigma^*}$:

$$M_1^{\sigma^*}(u_0, \mu_0, d_1) = T^{\sigma^*}(u_0, \mu_0, d_1), \text{ and }$$

$$M_t^{\sigma^*}(u_0, \mu_0, d) = T^{\sigma^*}(M_{t-1}^{\sigma^*}(u_0, \mu_0, (d_1, \ldots, d_{t-1})), d_t).$$

Monotonicity of $\sigma^*$ and $\phi$ in $d$ imply that $M_1^{\sigma^*}(u_0, \mu_0, d_1)$ dominates $M_1^{\sigma^*}(u_0, \mu_0, d_1)$, since a higher demand state induces less layoffs and worse hiring, thus implying $u_1 \leq u_1'$ and $\mu_1$ to be first order stochastically dominated by $\mu_1'$.

By the same reasoning, if $M_{t-1}^{\sigma^*}(u_0, \mu_0, (d_1', \ldots, d_{t-1}'))$ dominates $M_{t-1}^{\sigma^*}(u_0, \mu_0, (d_1, \ldots, d_{t-1}))$, no reversals and monotonicity of $\sigma^*$ and $\phi$ imply that $M_t^{\sigma^*}(u_0, \mu_0, d')$ dominates $M_t^{\sigma^*}(u_1, \mu_1, d)$. By induction the statement holds.

**Proof of Corollary 2:**

Since $\phi$ is non-increasing in $\mu_1$ (in the first order stochastic dominance sense) and $m$, and $\mu_1'$ dominates $\mu_t$, we have the following chain of inequalities:

$$\int_M \phi(\mu_1', d_{t+1}, m) d\mu_1'(m) \leq \int_M \phi(\mu_t, d_{t+1}, m) d\mu_t(m) < \int_M \phi(\mu_t, d_{t+1}, m) d\mu_t(m),$$

where the first quantity on the left is the fraction of firms going bankrupt after $(d', d_{t+1})$ with starting employment state $u_1, \mu_1$, while the last on the right is the same quantity following $(d, d_{t+1})$ with the same initial state.

**Proof of Proposition 6:**

From the inductive construction of $M_t^{\sigma^*}$ in the proof of Proposition 5 it follows that for any sequence of demand states and for all $t, d_t \geq d_{t-1}$ implies that $M_t^{\sigma^*}(u_0, \mu_0, (d_1, \ldots, d_{t-1}))$ dominates $M_t^{\sigma^*}(u_0, \mu_0, (d_1, \ldots, d_{t-1})) = T^{\sigma^*}(M_{t-1}^{\sigma^*}(u_0, \mu_0, (d_1, \ldots, d_{t-1})), d_t)$. This again follows applying no reversal and monotonicity of $\sigma^*$ and $\phi$ iteratively. Then

$$EM_t^{\sigma^*}(u_0, \mu_0, d_1) = E[M_t^{\sigma^*}(u_0, \mu_0, d) | d \in G_t(d_1)]$$

is dominated by

$$E[M_{t-1}^{\sigma^*}(u_0, \mu_0, (d_1, \ldots, d_{t-1})) | d \in G_t(d_1)] = E[M_{t-1}^{\sigma^*}(u_0, \mu_0, d') | d' \in G_{t-1}(d_1)]$$

which is equal to $EM_{t-1}^{\sigma^*}(u_0, \mu_0, d_1)$.  
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6.2 Equilibrium Existence

We show the existence of an equilibrium \( \sigma^* \) that is continuous in both arguments \( \mu \) and \( d \). The proof consists of showing the following claims:

- When a continuous strategy \( \hat{\sigma} \) is adopted by all firms, the Markov transition \( T^{\hat{\sigma}} \) describing the evolution of \( (\mu, d) \) is continuous.

- The optimal solution of the dynamic programming problem of the firm, taking \( T^{\hat{\sigma}} \) as given, results in a continuous function \( \sigma \).

- For any given initial state, the sum of expected future discounted profits as a function of own strategy \( \sigma \) and others’ strategy \( \hat{\sigma} \) is continuous in the domain of continuous strategies.

- The best reply function in the firm’s problem is continuous in the domain of continuous strategies, and admits a fixed point \( \sigma^* \), constituting an equilibrium.

Lemma 1 If the strategy \( \hat{\sigma} \) adopted by all firms is a continuous function, the solution to the dynamic programming problem of the single firm taking \( \hat{\sigma} \) as given is a continuous function \( \sigma \).

Proof of Lemma 1: The state variable of the firm is a tuple \( s = (u, \mu, d, e, b, m) \), where \((u, \mu, d)\) evolves according to the transition \( T^{\hat{\sigma}} \), \( e \in \{0, 1\} \) denotes whether or not the firm has an open vacancy \( (e = 0) \), \( b \in \{0, 1\} \) indicates whether or not bankruptcy occurred \( (b = 1) \), and \( m \) is the worker employed by the firm (when \( e = 0 \) or \( b = 1 \) \( m \) can be picked arbitrarily without any loss of generality). Let \( S = [0, 1] \times \mathcal{P}(M) \times D \times \{0, 1\}^2 \times M \) be the state space of the Markovian decision problem faced by the firm.

With an action \( a \) being the probability of hiring, the feasible action set is simply \( A(s) = [0, 1] \) if \( s \) is such that \( e = b = 0 \) (there is an open vacancy and the firm didn’t fail), otherwise no hiring decision has to be made so that \( A(s) = \{0\} \).

Let \( P^{\hat{\sigma}} : S \times [0, 1] \to \mathcal{P}(S) \) be the transition mapping state \( s \) and action \( a \) into the probability measure \( P^{\hat{\sigma}}(s, a) \) over \( S \).

First we argue that the following is true:

Claim 1 If \( \hat{\sigma} \) is continuous, the transition \( T^{\hat{\sigma}} : \mathcal{P}(M) \times D \rightarrow \mathcal{P}(M) \times \mathcal{P}(D) \) is continuous. Thus \( P^{\hat{\sigma}}(s, a) \) is continuous.

Proof. To see this, notice that \( T^{\hat{\sigma}}(u, \mu, d) \) is the product of a deterministic component mapping \((u, \mu, d)\) into the new employment state \( u', \mu', d' \), and an iid random component drawing \( d' \) in the next period according to the distribution \( \eta \): abusing notation \( T^{\hat{\sigma}}(u, \mu, d) = (u', \mu', \eta) \)
for all \((u, \mu, d)\). Letting \(T_1^\sigma (u, \mu, d) = (u', \mu')\), this is the function whose continuity is necessary and sufficient for the continuity of \(T^\sigma\). \(T_1^\sigma (u, \mu, d)\) depends on \(\phi\) and \(q\) for layoffs and exogenous quitting, and on \(\hat{\sigma}\) (and \(F\)) for hiring. With \(\phi\) and \(\hat{\sigma}\) continuous by assumption and \(F\) non-atomic this is a composition of continuous functions, preserving continuity. With \(T^\sigma\) continuous, continuity of the full transition \(P^\sigma\) follows since the transition of \(e\) is iid according to the quitting rate \(q\) (or degenerate when \(e = 0\)), the transition to bankruptcy (probability that \(b = 1\) in the next period) when \(e = 1\) (and \(b = 0\)) is \(\int P \phi (T_1^\sigma (\mu, d), d', m) d\eta (d')\) - continuous from what we have just shown, and the transition of \(m\) is continuous in the action \(a\) since \(F\) is non-atomic. This proves the claim.

We now consider the dynamic programming problem of the firm, with Bellman equation

\[
V (s) = \max_{a \in A(s)} \tilde{\pi} (s, a) + \delta \int_S V (s') dP^\hat{\sigma} (s, a),
\]

(18)

and the policy function \(\sigma (s)\) being the solution to the maximization problem on the right-hand side in (18). Uniqueness of this solution for all \(s\) follows from the fact that the hiring cutoff is always unique as discussed in Section 3.2.

The problem in (18) satisfies the conditions in Theorem 9.6 in Stokey and Lucas (1989), and continuity of \(\sigma\) follows.

From Lemma 1 we can focus on continuous strategies only, denoting the set of continuous strategies mapping \(S\) in \([0, 1]\) by \(\hat{\Sigma}\).

Now, denote with \(\Pi (s; \sigma, \hat{\sigma})\) the discounted expected profits from any initial state \(s\) of a firm adopting strategy \(\sigma\), while the remaining firms in the economy adopt strategy \(\hat{\sigma}\).

**Lemma 2** The function \(\Pi (s; \cdot, \cdot) : \hat{\Sigma} \times \hat{\Sigma} \to \mathbb{R}\) is continuous for all \(s \in S\).

**Proof of Lemma 2**

Letting \(\Pi^T (s; \sigma, \hat{\sigma})\) be the expected profits of the \(T < \infty\) periods version of the model, for any \(\varepsilon > 0\) and for any initial state \(s\) there exists a large enough \(T\) such that \(|\Pi (s; \sigma, \hat{\sigma}) - \Pi^T (s; \sigma, \hat{\sigma})| < \frac{\varepsilon}{2}\) (profits are bounded and \(\delta < 1\)). The result can then be proven by showing that for all \(T\) \(\Pi^T (s; \cdot, \cdot)\) is a continuous function.

Proceeding by induction, for \(T = 1\) \(\Pi^T (s; \sigma, \hat{\sigma}) = \tilde{\pi} (s, \sigma (s))\) for all \(s\). This function is continuous since \(\sigma \in \hat{\Sigma}\) and \(\tilde{\pi}\) is continuous.

Assuming that for all \(t < T\), and all \(s \in S\), \(\Pi^t (s; \cdot, \cdot)\) is continuous, then

\[
\Pi^T (s, \sigma, \hat{\sigma}) = \Pi^{T-1} (s, \sigma, \hat{\sigma}) + \delta \int_S \tilde{\pi} (s', \sigma (s')) dW^T (s, \sigma, \hat{\sigma}),
\]

where \(W^T : S \times \hat{\Sigma}^2 \to \mathcal{P} (S)\) is the \(T\)–periods transition from \(S\) to \(\mathcal{P} (S)\) when the firm’s strategy is \(\sigma\) and the other firms’ strategy is \(\hat{\sigma}\). Formally: \(W^1 (s, \sigma, \hat{\sigma}) = P^\hat{\sigma} (s, \sigma (s))\), and recursively \(W^T (s, \sigma, \hat{\sigma}) = \int_S P^\hat{\sigma} (s', \sigma (s')) dW^{T-1} (s, \sigma, \hat{\sigma})\). Continuity of \(P^\hat{\sigma} (\cdot, \cdot)\) was shown in Claim 1 and non-atomicity of \(F\) and continuity of \(\phi\) ensure that also \(P^\sigma (s, a)\) (seen as a
function of $\hat{\sigma}$) is continuous. Therefore the $T$-periods transition $W^T$ is continuous implying the continuity of $\Pi^T(s, \cdot, \cdot)$ for all $T$ and all $s$.

From Lemma 1 and 2 we know that, for any $s$, the objective of the maximization problem faced by the firm,

$$\max_{\sigma \in \hat{\Sigma}} \Pi(s; \sigma, \hat{\sigma}),$$

is continuous in $\sigma$ and $\hat{\sigma}$, and the solution is always a singleton. By Berge’s theorem of the maximum the best reply function $BR: \hat{\Sigma} \to \hat{\Sigma}$ defined as

$$BR(\hat{\sigma}) = \arg\max_{\sigma \in \Sigma} \Pi(s; \sigma, \hat{\sigma})$$

is continuous. Since $\hat{\Sigma}$ is compact and convex, Brouwer’s fixed point theorem applies and an equilibrium strategy $\sigma^*$ satisfying $\sigma^* = BR(\sigma^*)$ must exist.
6.3 Empirical Appendix

In this appendix we conduct additional analyses of our data regarding the relationship between an expansion’s duration and the employment drop at crisis onset. In particular, we check that the negative relationship is robust to alternative specifications and definitions.

Recall that our main specification in Section 4 was as follows. Letting

\[ e_{i,j} = \text{job growth at crisis } i \text{ onset (in area } j), \]
\[ M_{e_{i,j}} = \text{average job growth in area } j \text{ during the expansion preceding crisis } i, \]
\[ M_{p_{i,j}} = \text{average income growth in area } j \text{ during the expansion preceding crisis } i, \]
\[ p_{o_{i,j}} = \text{population growth at crisis } i \text{ onset (in area } j), \]

we estimated

\[ e_{i,j} = \alpha + \beta_1 \text{Exp. Duration} + \beta_2 M_{p_{i,j}} + \beta_3 M_{e_{i,j}} + \beta_4 p_{o_{i,j}} + \delta_{State_j} + \mu_{Year_i} + \epsilon_{i,j}. \] (19)

Now, rather than looking at jobs and income growth, we look at deviations from expansion averages. Specifically, let

\[ \Delta e_{i,j} = e_{i,j} - M_{e_{i,j}}, \]
\[ \Delta p_{i,j} = \text{income growth at crisis } i \text{ onset (in area } j) \text{ minus its expansion average, and} \]
\[ p_{o_{i,j}} = \text{population growth at crisis } i \text{ onset (in area } j). \]

We estimate the following:

\[ \Delta e_{i,j} = \alpha + \beta_1 \text{Expansion Duration} + \beta_2 \Delta p_{i,j} + \beta_3 p_{o_{i,j}} + \delta_{State_j} + \mu_{Year_i} + \epsilon_{i,j}. \] (20)

The OLS regression results are reported in Table 2, with the relationship between the deviation of job growth and the expansion’s duration being negative and significant in all of the specifications. With coefficient estimates between -0.08 and -0.12, this linear model implies that 5 additional years of expansions correspond to an additional drop in job growth (from its average expansion level) of between 0.40 and 0.60 percentage points.

Because in our data, the great recession of 2008-2009 impacted almost every area and had an extraordinary impact on employment across the whole US, in columns 3-6 we report the same regressions run on a restricted sample focusing only on the 1969-2007 period.

We can also look at this graphically, in the spirit of the histogram reported in Figure 1 in the introduction. Figure 3 reports the Kernel CDFs of \( \Delta e_{i,j} \) for three groups of expansion’s duration. These display a clear ordering in the first-order stochastic dominance sense, consistent with our theoretical results in Section 3. When testing the null hypothesis that any two of these CDFs do not differ, a Kolmogorov-Smirnoff test rejects the null at any of the usual significance levels.
Table 2: OLS regression. Robust standard errors, clustered at the area level.

<table>
<thead>
<tr>
<th>Job Growth (onset of crisis) minus expansion avg.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Duration of Expansion</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Proprietors’ Income</td>
</tr>
<tr>
<td>Growth (onset of crisis) minus expansion avg.</td>
</tr>
<tr>
<td>Population Growth</td>
</tr>
<tr>
<td>(onset of crisis)</td>
</tr>
<tr>
<td>Constant</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Obs.</td>
</tr>
<tr>
<td>FE</td>
</tr>
<tr>
<td>R-squared</td>
</tr>
</tbody>
</table>

6.3.1 VAR analysis

To verify that our findings do not depend on the chosen specifications, and in particular on the simple way we control for trends by using expansion averages, in this section we conduct an alternative test for the negative correlation between job growth and expansion duration at the onset of crises in the BEA areas.

For each of the 179 areas, using the observed 42 years of proprietors’ income and number of wage and salary jobs, we estimate the following 2-lag vector autoregression model (VAR):

\[
\begin{align*}
\text{Emp}_{j,t} &= \alpha_{j}^{E} + \beta_{j}^{E,1} \text{Emp}_{j,t-1} + \beta_{j}^{I,1} \text{Inc}_{j,t-1} + \beta_{j}^{E,2} \text{Emp}_{j,t-2} + \beta_{j}^{I,2} \text{Inc}_{j,t-2} + \varepsilon_{j,t}^{E}, \\
\text{Inc}_{j,t} &= \alpha_{j}^{I} + \delta_{j}^{E,1} \text{Emp}_{j,t-1} + \delta_{j}^{I,1} \text{Inc}_{j,t-1} + \delta_{j}^{E,2} \text{Emp}_{j,t-2} + \delta_{j}^{I,2} \text{Inc}_{j,t-2} + \varepsilon_{j,t}^{I},
\end{align*}
\]

where \(\text{Emp}_{j,t}\) and \(\text{Inc}_{j,t}\) denote number of wage and salary jobs and proprietors’ income in area \(j\), year \(t\), respectively.

In each area \(j\), from the fitted series of number of jobs, denoted \(\widehat{\text{Emp}}_{j,1969}, \ldots, \widehat{\text{Emp}}_{j,2011}\), we compute the corresponding residuals of the jobs series: \(\varepsilon_{j,t}^{E} = \widehat{\varepsilon}_{j,t}^{E} = \text{Emp}_{j,t} - \widehat{\text{Emp}}_{j,t}; t = 1969, \ldots, 2011; j = 1, \ldots, 179.\)

For each of the 1273 crises in our data described above, \(i = 1, \ldots, 1273\), letting \(j_{i}\) and \(t_{i}\) denote the area and the year of crisis \(i\), we then estimate the following equation:

\[
\varepsilon_{j_{i},t_{i}}^{E} = \alpha + \beta_{\text{Exp. Duration}} + \mu_{t_{i}} + \nu_{i}; \quad i = 1, \ldots, 1273.
\]

\(24\)We use indexed series to be able to compare magnitudes of estimated residuals across different areas in a meaningful way.
Estimates are reported below in Table 3: we reject the null hypothesis that the duration of the preceding expansion does not affect the deviation in number of jobs at crisis onset ($\beta = 0$) in all specifications.

Table 3: Equation [21]

<table>
<thead>
<tr>
<th>Duration of Expansion</th>
<th>-0.188***</th>
<th>-0.057*</th>
<th>-0.144***</th>
<th>-0.144***</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.0214</td>
<td>0.0309</td>
<td>0.0262</td>
<td>0.0262</td>
</tr>
<tr>
<td>Constant</td>
<td>-0.828***</td>
<td>0.149</td>
<td>1.8149</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.1423</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Obs.</td>
<td>1273</td>
<td>1273</td>
<td>1273</td>
<td>1273</td>
</tr>
<tr>
<td>FE</td>
<td>X</td>
<td>X</td>
<td>Year</td>
<td>Year</td>
</tr>
<tr>
<td>R-squared</td>
<td>0.057</td>
<td>0.003</td>
<td>0.511</td>
<td>0.469</td>
</tr>
</tbody>
</table>

6.3.2 Alternative Definitions of Crisis

In our empirical analysis thus far, we adopted a simple and intuitive definition of the onset of a crisis, identifying this in the data as the first year of negative proprietors’ income growth following one or more years of positive growth for the same variable. In what follows, we show that the negative relationship between expansion duration and drop in number of jobs at the crisis’ onset is robust to alternative definitions of crisis.

---

25 Estimating the model with year fixed effect controls for year-specific aggregate effects impacting different areas. This is not controlled for within a given area-level VAR, but likely plays an important role in the dynamics of firms’ income and number of jobs.
Redefining Crises 1:
A viable alternative definition of crisis could require the drop in proprietors’ income to be of a given size (not simply below 0), say -0.1%, -0.5%, etc. In Table 4 below we report, for 20 drops between 0 and 2% used to define a crisis, the estimates of $\beta_1$ from equation (19), along with their standard errors and t-statistics, as well as the number of crises and mean duration resulting from this different definitions. In Table 5 we repeat the same analysis using the specification in equation (20) instead.

All our results are robust to these alternative definitions.

<table>
<thead>
<tr>
<th>Drop in proprietors’ income defining a crisis (%)</th>
<th>Average duration of expansions</th>
<th>Number of crises</th>
<th>Coefficient on duration in equation 20</th>
<th>Standard Error</th>
<th>T-statistics</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>3.30</td>
<td>1268</td>
<td>-0.039</td>
<td>0.0168</td>
<td>-2.296</td>
</tr>
<tr>
<td>0.1</td>
<td>3.30</td>
<td>1259</td>
<td>-0.038</td>
<td>0.0169</td>
<td>-2.266</td>
</tr>
<tr>
<td>0.2</td>
<td>3.29</td>
<td>1248</td>
<td>-0.042</td>
<td>0.0167</td>
<td>-2.535</td>
</tr>
<tr>
<td>0.3</td>
<td>3.26</td>
<td>1231</td>
<td>-0.041</td>
<td>0.0167</td>
<td>-2.441</td>
</tr>
<tr>
<td>0.4</td>
<td>3.26</td>
<td>1211</td>
<td>-0.047</td>
<td>0.0167</td>
<td>-2.801</td>
</tr>
<tr>
<td>0.5</td>
<td>3.25</td>
<td>1199</td>
<td>-0.046</td>
<td>0.0169</td>
<td>-2.739</td>
</tr>
<tr>
<td>0.6</td>
<td>3.23</td>
<td>1190</td>
<td>-0.048</td>
<td>0.0174</td>
<td>-2.741</td>
</tr>
<tr>
<td>0.7</td>
<td>3.22</td>
<td>1177</td>
<td>-0.047</td>
<td>0.0180</td>
<td>-2.632</td>
</tr>
<tr>
<td>0.8</td>
<td>3.21</td>
<td>1165</td>
<td>-0.047</td>
<td>0.0181</td>
<td>-2.589</td>
</tr>
<tr>
<td>0.9</td>
<td>3.21</td>
<td>1155</td>
<td>-0.047</td>
<td>0.0179</td>
<td>-2.647</td>
</tr>
<tr>
<td>1</td>
<td>3.21</td>
<td>1144</td>
<td>-0.043</td>
<td>0.0177</td>
<td>-2.443</td>
</tr>
<tr>
<td>1.1</td>
<td>3.20</td>
<td>1135</td>
<td>-0.042</td>
<td>0.0176</td>
<td>-2.391</td>
</tr>
<tr>
<td>1.2</td>
<td>3.19</td>
<td>1125</td>
<td>-0.045</td>
<td>0.0177</td>
<td>-2.525</td>
</tr>
<tr>
<td>1.3</td>
<td>3.19</td>
<td>1119</td>
<td>-0.047</td>
<td>0.0178</td>
<td>-2.635</td>
</tr>
<tr>
<td>1.4</td>
<td>3.17</td>
<td>1101</td>
<td>-0.050</td>
<td>0.0182</td>
<td>-2.743</td>
</tr>
<tr>
<td>1.5</td>
<td>3.13</td>
<td>1089</td>
<td>-0.054</td>
<td>0.0188</td>
<td>-2.885</td>
</tr>
<tr>
<td>1.6</td>
<td>3.13</td>
<td>1081</td>
<td>-0.055</td>
<td>0.0188</td>
<td>-2.893</td>
</tr>
<tr>
<td>1.7</td>
<td>3.12</td>
<td>1067</td>
<td>-0.056</td>
<td>0.0191</td>
<td>-2.929</td>
</tr>
<tr>
<td>1.8</td>
<td>3.12</td>
<td>1057</td>
<td>-0.056</td>
<td>0.0194</td>
<td>-2.893</td>
</tr>
<tr>
<td>1.9</td>
<td>3.11</td>
<td>1050</td>
<td>-0.055</td>
<td>0.0194</td>
<td>-2.833</td>
</tr>
<tr>
<td>2</td>
<td>3.05</td>
<td>1040</td>
<td>-0.056</td>
<td>0.0211</td>
<td>-2.666</td>
</tr>
</tbody>
</table>

Note: Expansion as long as proprietors’ income growth > 0

Redefining Crises 2:
Another alternative way of defining an area-level crisis is to look at episodes in which, in year $t-1$ proprietors’ income growth was positive, say $x_{t-1} > 0$, and in year $t$ proprietors’ income growth $x_t$ drops by, say, 1%, 2%, etc. Intuitively if an area is growing at 3% this year, a drop to 1% growth can indicate the onset of economic turmoil.
Table 5: $\beta_1$ estimates for alternative definitions of crisis, equation 20

<table>
<thead>
<tr>
<th>Drop in propietors’ income defining a crisis (%)</th>
<th>Average duration of expansions</th>
<th>Number of crises</th>
<th>Coefficient on duration in equation 19</th>
<th>Standard Error</th>
<th>T-statistics</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>3.30</td>
<td>1268</td>
<td>-0.080</td>
<td>0.0212</td>
<td>-3.767</td>
</tr>
<tr>
<td>0.1</td>
<td>3.30</td>
<td>1259</td>
<td>-0.078</td>
<td>0.0212</td>
<td>-3.685</td>
</tr>
<tr>
<td>0.2</td>
<td>3.29</td>
<td>1248</td>
<td>-0.083</td>
<td>0.0211</td>
<td>-3.928</td>
</tr>
<tr>
<td>0.3</td>
<td>3.26</td>
<td>1231</td>
<td>-0.079</td>
<td>0.0212</td>
<td>-3.750</td>
</tr>
<tr>
<td>0.4</td>
<td>3.26</td>
<td>1211</td>
<td>-0.087</td>
<td>0.0213</td>
<td>-4.089</td>
</tr>
<tr>
<td>0.5</td>
<td>3.25</td>
<td>1199</td>
<td>-0.084</td>
<td>0.0215</td>
<td>-3.929</td>
</tr>
<tr>
<td>0.6</td>
<td>3.23</td>
<td>1190</td>
<td>-0.086</td>
<td>0.0221</td>
<td>-3.863</td>
</tr>
<tr>
<td>0.7</td>
<td>3.22</td>
<td>1177</td>
<td>-0.082</td>
<td>0.0226</td>
<td>-3.643</td>
</tr>
<tr>
<td>0.8</td>
<td>3.21</td>
<td>1165</td>
<td>-0.082</td>
<td>0.0228</td>
<td>-3.601</td>
</tr>
<tr>
<td>0.9</td>
<td>3.21</td>
<td>1155</td>
<td>-0.083</td>
<td>0.0224</td>
<td>-3.702</td>
</tr>
<tr>
<td>1</td>
<td>3.21</td>
<td>1144</td>
<td>-0.079</td>
<td>0.0223</td>
<td>-3.547</td>
</tr>
<tr>
<td>1.1</td>
<td>3.20</td>
<td>1135</td>
<td>-0.077</td>
<td>0.0223</td>
<td>-3.460</td>
</tr>
<tr>
<td>1.2</td>
<td>3.19</td>
<td>1125</td>
<td>-0.081</td>
<td>0.0223</td>
<td>-3.625</td>
</tr>
<tr>
<td>1.3</td>
<td>3.19</td>
<td>1119</td>
<td>-0.082</td>
<td>0.0225</td>
<td>-3.638</td>
</tr>
<tr>
<td>1.4</td>
<td>3.17</td>
<td>1101</td>
<td>-0.085</td>
<td>0.0229</td>
<td>-3.703</td>
</tr>
<tr>
<td>1.5</td>
<td>3.13</td>
<td>1089</td>
<td>-0.090</td>
<td>0.0240</td>
<td>-3.731</td>
</tr>
<tr>
<td>1.6</td>
<td>3.13</td>
<td>1081</td>
<td>-0.090</td>
<td>0.0241</td>
<td>-3.726</td>
</tr>
<tr>
<td>1.7</td>
<td>3.12</td>
<td>1067</td>
<td>-0.092</td>
<td>0.0242</td>
<td>-3.778</td>
</tr>
<tr>
<td>1.8</td>
<td>3.12</td>
<td>1057</td>
<td>-0.090</td>
<td>0.0246</td>
<td>-3.676</td>
</tr>
<tr>
<td>1.9</td>
<td>3.11</td>
<td>1050</td>
<td>-0.089</td>
<td>0.0247</td>
<td>-3.624</td>
</tr>
<tr>
<td>2</td>
<td>3.05</td>
<td>1040</td>
<td>-0.089</td>
<td>0.0259</td>
<td>-3.421</td>
</tr>
</tbody>
</table>

Note: Expansion as long as propietors’ income growth > 0

In Tables 6 and 7 we report estimates of $\beta_1$ in equation 19 and 20, respectively, for several different definitions of a crisis onset defined by different percentage levels of drops in income growth defining, 1 through 10%, with the requirement that growth be positive in the year preceding the crisis. As before, we document the number of crises resulting from the various definitions, average expansion duration, and standard errors and t-statistics for the coefficient estimates.

Again, the resulting relationship between the duration of the expansion and the job growth at crisis onset is negative and significant for all the various definitions, showing the robustness of our empirical findings.
Table 6: $\beta_1$ estimates for alternative definitions of crisis, equation (19)

<table>
<thead>
<tr>
<th>Drop in growth rate of propietors’ income defining a crisis (%)</th>
<th>Average duration of expansions</th>
<th>Number of crises</th>
<th>Coefficient on duration in equation 19</th>
<th>Standard Error</th>
<th>T-statistics</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3.47</td>
<td>2815</td>
<td>-0.021</td>
<td>0.0106</td>
<td>-2.005</td>
</tr>
<tr>
<td>2</td>
<td>3.42</td>
<td>2667</td>
<td>-0.026</td>
<td>0.0107</td>
<td>-2.406</td>
</tr>
<tr>
<td>3</td>
<td>3.39</td>
<td>2533</td>
<td>-0.032</td>
<td>0.0093</td>
<td>-3.447</td>
</tr>
<tr>
<td>4</td>
<td>3.33</td>
<td>2375</td>
<td>-0.034</td>
<td>0.0094</td>
<td>-3.603</td>
</tr>
<tr>
<td>5</td>
<td>3.26</td>
<td>2213</td>
<td>-0.041</td>
<td>0.0102</td>
<td>-4.056</td>
</tr>
<tr>
<td>6</td>
<td>3.24</td>
<td>2076</td>
<td>-0.041</td>
<td>0.0108</td>
<td>-3.769</td>
</tr>
<tr>
<td>7</td>
<td>3.20</td>
<td>1946</td>
<td>-0.034</td>
<td>0.0105</td>
<td>-3.292</td>
</tr>
<tr>
<td>8</td>
<td>3.13</td>
<td>1806</td>
<td>-0.038</td>
<td>0.0115</td>
<td>-3.292</td>
</tr>
<tr>
<td>9</td>
<td>3.10</td>
<td>1687</td>
<td>-0.036</td>
<td>0.0128</td>
<td>-2.773</td>
</tr>
<tr>
<td>10</td>
<td>2.97</td>
<td>1556</td>
<td>-0.028</td>
<td>0.0151</td>
<td>-1.825</td>
</tr>
</tbody>
</table>

Note: Expansion as long as propietors’ income growth > 0

Table 7: $\beta_1$ estimates for alternative definitions of crisis, equation (20)

<table>
<thead>
<tr>
<th>Drop in growth rate of propietors’ income defining a crisis (%)</th>
<th>Average duration of expansions</th>
<th>Number of crises</th>
<th>Coefficient on duration in equation 19</th>
<th>Standard Error</th>
<th>T-statistics</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3.47</td>
<td>2815</td>
<td>-0.051</td>
<td>0.0145</td>
<td>-3.531</td>
</tr>
<tr>
<td>2</td>
<td>3.42</td>
<td>2667</td>
<td>-0.057</td>
<td>0.0148</td>
<td>-3.851</td>
</tr>
<tr>
<td>3</td>
<td>3.39</td>
<td>2533</td>
<td>-0.063</td>
<td>0.0137</td>
<td>-4.595</td>
</tr>
<tr>
<td>4</td>
<td>3.33</td>
<td>2375</td>
<td>-0.069</td>
<td>0.0141</td>
<td>-4.911</td>
</tr>
<tr>
<td>5</td>
<td>3.26</td>
<td>2213</td>
<td>-0.071</td>
<td>0.0160</td>
<td>-4.477</td>
</tr>
<tr>
<td>6</td>
<td>3.24</td>
<td>2076</td>
<td>-0.060</td>
<td>0.0160</td>
<td>-3.741</td>
</tr>
<tr>
<td>7</td>
<td>3.20</td>
<td>1946</td>
<td>-0.052</td>
<td>0.0160</td>
<td>-3.258</td>
</tr>
<tr>
<td>8</td>
<td>3.13</td>
<td>1806</td>
<td>-0.059</td>
<td>0.0168</td>
<td>-3.480</td>
</tr>
<tr>
<td>9</td>
<td>3.10</td>
<td>1687</td>
<td>-0.057</td>
<td>0.0184</td>
<td>-3.115</td>
</tr>
<tr>
<td>10</td>
<td>2.97</td>
<td>1556</td>
<td>-0.047</td>
<td>0.0199</td>
<td>-2.367</td>
</tr>
</tbody>
</table>

Note: Expansion as long as propietors’ income growth > 0