A celebrated result in auction theory is that the optimal reserve price in the standard private value setting does not depend on the number of bidders. We modify the framework by considering that the seller controls the accuracy with which bidders learn their valuations, and show that in such a case, the greater the number of bidders the more restrictive the reserve price. We also show that the auctioneer provides more information when using an optimal auction mechanism than when the object is always sold.
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1 Introduction

We analyze a situation in which the seller of an object controls the accuracy with which \( N \) risk neutral bidders learn their private valuations.\(^1\) The object is sold using an optimal auction with reserve price. A celebrated result in auction theory is that the optimal reserve price depends on the distribution of bidder valuations but not on the number of bidders. In our framework, where the auctioneer chooses how much information to disclose, competition between bidders (captured by the number of bidders, \( N \)) affects the incentives of the auctioneer to disclose information, which in turn affects the distribution of bidder valuations, and hence, the reserve price. What we find is that a greater number of bidders increases the optimal amount of information disclosed, which leads to a more restrictive reserve price.

This paper contributes to two different branches of the literature. Jullien and Mariotti (2006) and Cai, Riley, and Yi (2007) show that in an affiliated value setting the auctioneer uses the reserve price to signal his valuation. In that setting, the number of bidders affects the incentives of the seller to signal through the reserve price. In our private value setting, the seller’s valuation is not relevant for bidders’ decision problems and the reserve price has no informational content. We also contribute to the literature that analyzes the auctioneer’s incentives to disclose information in private value settings that usually assumes that the object is always sold (see for example, Gauzuza (2004), Board (2009), Gauzuza and Penalva (2010) and Hummel and McAfee (2012)).\(^2\)

We show that the auctioneer provides more information when using an optimal mechanism, an auction with reserve price. Providing information to bidders has a positive effect, it increases the efficiency of the allocation (and bidders’ willingness to pay), but it also has a negative effect, it increases bidders’ informational rents.\(^3\) As the reserve price reduces bidder informational rents,

\(^1\)For a review of real world examples where this is the case, such as in the Internet advertising business, see Hummel and McAfee (2012) or Gauzuza and Penalva (2010).

\(^2\)All these papers, as well as the current one, assume that the auctioneer chooses from a given family of indexed information structures. Bergeman and Pesendorfer (2007) studied the joint problem of costlessly designing bidders’ private information and the corresponding optimal mechanism. While they consider optimal mechanisms, in their setting it is very difficult to study the effects of competition on information provision as the resulting (optimal) information structures are not ordered in terms of informativeness.

\(^3\)In an alternative setting, Eső and Szentes (2007) shows that if the auctioneer can commit to the informativeness of the signals provided and charge bidders for it, then the auctioneer can extract all the informational rents ex-ante,
it increases the incentives of the auctioneer to disclose more information.

2 The Model

An auctioneer wishes to sell a single object to one of $N$ risk-neutral bidders using a standard auction, such as a second price sealed auction. The auctioneer’s valuation of the object is 0. Bidder valuations, $v_i$, $i \in \{1, 2, \ldots, N\}$, are identically and independently distributed with cumulative distribution $F(v)$, support on $[0, 1]$, a strict positive and differentiable density, $f(v)$, on $[0, 1]$ and mean $v_m$. $F(v)$ satisfies the monotone hazard rate assumption, which implies that the virtual valuation function, $J(v) = v - \frac{1 - F(v)}{f(v)}$, is increasing in $v$.

Bidders do not know their valuations. Before the auction, the auctioneer discloses information which generates a private signal for each bidder, $x_i$. The auctioneer chooses how much information to make available by determining the precision of bidders’ signals, denoted by $\delta$, which is publicly observed. For the auctioneer obtaining and transmitting information is costly. In particular, creating $N$ signals with precision $\delta$ has a cost $C(\delta)$, where $C'(\delta) > 0, C''(\delta) > 0$, and $C'(0) = 0$.

Finally, bidders, after updating their expected valuations using their private signals, submit offers to the auctioneer, and the auction takes place.

Summarizing, the time sequence is as follows:

1. The auctioneer, knowing the number of bidders, $N$, decides how much information to disclose to the market by choosing $\delta$ at a cost $C(\delta)$.

2. Given $\delta$, each bidder receives a private signal $x_i$. Bidders update their valuations of the object using $\delta$ and $x_i$.

3. The auction takes place and the object is awarded.

We solve the model by backward induction.

and the tradeoff between efficiency and bidders’ rents vanishes.

4The Revenue Equivalence Theorem applies in our setting. For concreteness, it may be useful to think of the auctioneer as using a second price sealed auction although all our results hold for any standard auction.
2.1 Updating bidders’ valuations.

We focus on a particular family of information structures ordered in terms of informativeness by \( \delta \). For given \( \delta \), agent \( i \) receives a signal, \( x_i \), where this signal is known to be equal to the bidder’s true private valuation, \( x_i = v_i \), with probability \( \delta \), while with the complementary probability, \( x_i \) is pure noise with distribution \( F(v) \). Thus, independently of the accuracy of the signal, \( x_i \) is distributed according to \( F(v) \).

This implies that the expected valuation of the object for a bidder \( i \) who receives a signal \( x_i \) when precision is \( \delta \), \( v^E_i(x_i, \delta) \) is equal to:

\[
\begin{align*}
v^E_i(x_i, \delta) &= E[v_i|x_i, \delta] \\
&= x_i \delta + (1 - \delta)v_m
\end{align*}
\]

(1)

From the point of view of the auctioneer, who does not observe signal realizations, the setup is still one of standard private values, where each bidder’s private valuation, \( v^E_i \), is an independent draw from a new distribution, \( G(v^E_i, \delta) \). The distribution of updated expected valuations is obtained from \( F(v) \) using a simple change of variable.

\[
G(v^E_i, \delta) = F\left(\frac{v^E_i - (1 - \delta)v_m}{\delta}\right).
\]

The main properties of \( G(\cdot, \delta) \) are:

**Lemma 1**

(a) For all \( \delta \in (0, 1) \), the distribution function \( G(v, \delta) \) induces a virtual valuation function, \( v - \frac{1-G(v, \delta)}{g(v, \delta)} \), that is increasing in \( v \). (b) For all \( \delta \in (0, 1) \), and \( \delta > \delta' \), \( G(v, \delta') \) dominates \( G(v, \delta) \), in the sense of second degree stochastic dominance (and in terms of the dispersive order).

The fact that \( G \) preserves the monotonicity of the virtual valuation function allows us to focus our analysis wlog on standard auction mechanisms such as the second price auction.

Let the expected revenue of the auctioneer when the object is always sold be denoted by \( \pi(\delta, N) \) where \( \pi \) is defined by the following equation:

\[
\pi(\delta, N) = \int_{\delta+(1-\delta)v_m}^{\delta+(1-\delta)v_m} \left[ v^E_1 - \frac{1 - G(v^E_1, \delta)}{g(v^E_1, \delta)} \right] m_g(v^E_1, \delta) dv^E_1 - C(\delta),
\]

This particular type of information structure appears in Banerjee (1992), see also Ottaviani and Sørensen (2006) for a more comprehensive discussion of linear information structures.
where \( m_g(v^E_1, \delta) \), is the density function of \( v^E_1 \) which is the maximum of \( N \) independent draws from \( G(v^E, \delta) \). Then, the auctioneer’s optimal information disclosure decision is obtained as the solution to the following problem:

\[
\delta^* \in \arg\max_{\delta} \pi(\delta, N) \tag{2}
\]

From existing results (see Gauza and Penalva (2010) and Simon (2009)) we obtain the following proposition.

**Proposition 1** There exist \( N_0 \) such that for \( N \leq N_0 \) it is not optimal to reveal any information, while for \( N > N_0 \) it is optimal to reveal some amount of information, \( \delta^*(N) > 0 \). The optimal amount of information (when the object is always sold) \( \delta^* \) is increasing in the number of bidders, \( N \).

In a setting where the auctioneer chooses whether or not to costlessly reveal a given level of information, Hummel and McAfee (2012) shows that \( N_0 \) is 3 or 4. Simon (2009) does not impose the monotone hazard rate assumption, and using an example based on power distribution \( F(x) = x^\beta \) proves that \( N_0 \) may be unbounded.

To illustrate Proposition 1 consider a special case where the distribution of bidder valuations is uniform on \([0, 1] \), and the cost of obtaining and transmitting information is quadratic, i.e \( C(\delta) = \theta \delta^2 \). For given \( \delta \), the distribution of expected valuations, \( v^E \) is uniformly distributed over the interval, \([\frac{(1-\delta)}{2}, \frac{(1+\delta)}{2}] \). The optimal amount of information is \( \delta^* = \frac{1}{29} \left( \frac{N-1}{N+1} - \frac{1}{2} \right) \) if \( N \) is larger than 3, otherwise it is 0. Notice, the optimal amount of information, \( \delta^*(N) \), is strictly increasing for \( N > 3 \).

---

\(^6\) As \( \delta^* \) may not be a singleton, this statement as well as further comparative statics results below, should be interpreted in the sense of Veinott’s strong set order: \( \delta_{N+1}^* \geq \delta_N^* \) iff \( \forall \delta \in \delta_{N+1}^*, \delta' \in \delta_N^*, \max\{\delta, \delta'\} \in \delta_{N+1}^* \) and \( \min\{\delta, \delta'\} \in \delta_N^* \).
Given the distribution of expected valuations $G(v, \delta)$, the optimal reserve price, denoted by $v^{RP}$, is given by the following expression:

$$v^{RP} - \frac{1 - G(v^{RP}, \delta)}{g(v^{RP}, \delta)} = 0,$$

where the left hand side is the virtual valuation of bidders and the right hand side, is the auctioneer’s valuation of the object, which is 0. Using the relationship between $G$ and $F$, the optimal reserve price can be characterized using the virtual valuation function of the prior distribution, $J(v) = v - \frac{1-F(v)}{f(v)}$, and a cutoff value of the signal, $x^{RP}$:

**Lemma 2** The optimal reserve price is $v^{RP} = x^{RP} \delta + (1 - \delta)v_m$ where

$$x^{RP} = \begin{cases} J^{-1}\left(-\frac{(1-\delta)}{\delta}v_m\right) & \text{if } J(0) < -\frac{(1-\delta)}{\delta}v_m \\ 0 & \text{Otherwise} \end{cases}$$

This result determines the relationship between a given level of precision, $\delta$, and the optimal reserve price.

**Proposition 2** There exists a level of information $\bar{\delta} = \frac{v_m}{v_m - J(0)} \in [0,1]$ such that: (i) if the auctioneer sets $\delta \leq \bar{\delta}$, the optimal selling strategy is not to use a reserve price, and (ii) if the auctioneer sets $\delta > \bar{\delta}$, $x^{RP} = J^{-1}\left(-\frac{(1-\delta)}{\delta}v_m\right)$ and $x^{RP}$ is increasing in $\delta$. (iii) The probability that an individual bidder has an expected valuation lower than the optimal reserve price, $G(v^{RP}, \delta) = F(x^{RP})$ is increasing in $\delta$.

The intuition behind these results is based on the following two facts: (a) the informational rents are increasing in the amount of information provided; (b) the reserve price is a seller’s tool to reduce informational rents. Putting these together, the greater the amount of information provided by the seller, the larger the informational rents, and the larger the seller’s incentives to reduce such rents by increasing the reserve price relative to the distribution of expected valuations.
Having determined the auctioneer’s optimal selling strategy we now analyze the auctioneer’s information disclosure problem. Let the auctioneer’s expected profit for disclosing information \( \delta \) while using the optimal reserve price, \( v^{RP}(\delta) \), be denoted by \( \hat{\pi}(\delta, N) \), where

\[
\hat{\pi}(\delta, N) = \int_{v^{RP}(\delta)}^{\delta+(1-\delta)v_m} \left[ \frac{v^E_1 - 1 - G(v^E_1, \delta)}{g(v^E_1, \delta)} \right] m_\mu(v^E_1, \delta) dv^E_1 - C(\delta).
\]

Then, the optimal choice of precision when using an optimal mechanism, \( \hat{\delta}^* \), is

\[
\hat{\delta}^* \in \operatorname{argmax}_\delta \hat{\pi}(\delta, N).
\]

(3)

The next proposition compares \( \hat{\delta}^* \) with the optimal one chosen when the object is always sold, \( \delta^* \).

**Proposition 3** When the auctioneer uses an optimal reserve price he provides more information than when the object is always sold, \( \hat{\delta}^* \geq \delta^* \).

As the reserve price reduces bidder rents, having a reserve price weakens the trade-off between efficiency and bidder rents, increasing the auctioneer’s incentives to provide more information.

We now look at the effect of greater competition \( N \) on \( \hat{\delta}^* \).

**Proposition 4** i) There exists \( \hat{N}_0 \) such that for \( N \leq \hat{N}_0 \) it is not optimal to reveal any information, while for \( N > \hat{N}_0 \) it is optimal to reveal some amount of information, \( \hat{\delta}^*(N) > 0 \). The optimal amount of information \( \hat{\delta}^* \) is increasing in the number of bidders, \( N \).

ii) When the auctioneer uses an optimal reserve price he discloses some information with less competition than when the object is always sold, \( \hat{N}_0 \leq N_0 \).

Part i) extends the insights of Proposition 1 to optimal mechanisms. The intuition is the same: competition between bidders \( N \) reduces informational rents and increases the incentives of the auctioneer to provide information. Despite the similarity in the results, the proof of Proposition 4.i) is much more involved as the auctioneer’s objective function, \( \hat{\pi}(\delta, N) \), with an optimal mechanism does not satisfy the single-crossing crossing condition globally.\(^7\)

Part ii) follows directly from the fact that for all \( N \), it is more profitable to give information when using a reserve price than when not using one. Then, if the auctioneer wants to give some

\(^7\)Our strategy is based on establishing supermodularity locally around optima.
information when not using a reserve price, he will necessarily also want to give information when using one. This result is in line with the one in Hummel and McAfee (2012). They show, in a setting of all-or-nothing costless information disclosure, that the minimum number of bidders required for the optimality of full information provision is lower with a reserve price than without one.

Finally, Proposition 2 and Proposition 4 jointly imply that a higher number of bidders leads the auctioneer to optimally set a more restrictive reserve price—in the sense that for any bidder, the probability of having a valuation higher than the reserve price is lower.

**Corollary 5** The probability that any individual bidder’s valuation is below the optimal reserve price is weakly increasing in \( N \).

This relationship between the number of bidders and the reserve price is indirect. It arises through the effect of competition on the auctioneer’s incentives to provide information. By changing the amount of information disclosed the auctioneer changes the distribution of bidder valuations and hence the optimal reserve price. By Proposition 4, more competition leads to more information disclosure, and by Proposition 2 more information disclosure generates more informational rents and consequently, greater incentives to use a more restrictive reserve price.

### 3.1 Example

We continue with the previous example: uniformly distributed valuations and quadratic costs. The virtual valuation function of the prior distribution is, \( J(x) = 2x - 1 \) and \( \bar{\delta} = \frac{v_m - J(0)}{v_m} = \frac{1}{3} \). Therefore, (i) If \( \delta < \frac{1}{3} \) the optimal selling strategy is not to use a reserve price. (ii) If \( \delta > \frac{1}{3} \), \( J(x^{RP}) = -\frac{(1-\delta)}{2x} \implies x^{RP} = \frac{3}{4} - \frac{1}{4\delta} \), so that only bidders with signals greater than \( \frac{3}{4} - \frac{1}{4\delta} \) will participate in the auction. Hence, in this case, the optimal reserve price in terms of expected valuations is \( v^{RP} = x^{RP}\delta + (1-\delta)\frac{1}{2} = \frac{1+\delta}{4} \), which is increasing in the amount of information.
The optimal amount of information is implicitly defined by the following expression

\[ \int_{\frac{1}{2}}^{1} \left( 2x - \frac{3}{2} \right) N x^{N-1} dx = 2\hat{\delta}^* \]

Numerical computations show that \( \hat{\delta}^* > \delta^* \) is increasing \( N \). This effect then makes \( x^{RP} \) (and in this case also \( v^{RP} \)) increase in \( N \). For example, when \( \theta = \frac{1}{5} \).

<table>
<thead>
<tr>
<th>( N )</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \delta^* )</td>
<td>0.3000</td>
<td>0.5000</td>
<td>0.6429</td>
<td>0.7500</td>
<td>0.8333</td>
<td>0.9000</td>
<td>0.9545</td>
</tr>
<tr>
<td>( \hat{\delta}^* )</td>
<td>0.3000</td>
<td>0.5034</td>
<td>0.6490</td>
<td>0.7552</td>
<td>0.8369</td>
<td>0.9023</td>
<td>0.9560</td>
</tr>
<tr>
<td>( x^{RP} )</td>
<td>0</td>
<td>0.2534</td>
<td>0.3648</td>
<td>0.4190</td>
<td>0.4513</td>
<td>0.4729</td>
<td>0.4885</td>
</tr>
<tr>
<td>( v^{RP} )</td>
<td>0</td>
<td>0.3758</td>
<td>0.4123</td>
<td>0.4388</td>
<td>0.4592</td>
<td>0.4756</td>
<td>0.4890</td>
</tr>
</tbody>
</table>

Notice that in this example, the formal reserve price, \( v^{RP} \), is increasing in the number of bidders, though this may not necessarily be the case\(^8\)

4 Conclusions

Using a highly tractable model of information disclosure we have found that when the seller chooses how much (costly) information to provide and uses an optimal selling mechanism, he provides more information that when the object is always sold and the reserve price is no longer independent of the number of bidders. In particular, more bidders will lead the auctioneer to increase the amount of information provided and impose a more restrictive reserve price. Also, we find that the minimum amount of bidders needed before it is profitable to disclose information is lower when an optimal auction mechanism is used.

The model is standard in all dimensions but in the choice of the set of signals available to the auctioneer. We consider intermediate levels of information disclosure while most of the literature focuses in all-or-nothing decisions, but we constrain our analysis to the particular class of linear information structures. Our strategy of proof uses the linearity of our chosen information

\[^8\] Notice that \( \frac{\partial x^{RP}}{\partial \delta} = (x^{RP} - v_m) + \frac{\partial x^{RP}}{\partial \delta} \). If \( x^{RP} < v_m \), the first term is negative and the formal reserve price \( v^{RP} \) may decrease in \( \delta \). For example, if \( F \) is a one-parameter Weibull distribution with parameter \( k = 2 \), with expected value \( v_m = \Gamma \left( \frac{3}{2} \right) = \frac{\sqrt{\pi}}{2} \approx 0.8862 \), while the solution to \( x - \frac{1}{f(x)} = 0 \) is \( x = 1/2 \).
structures and it cannot be directly applied to a fully general set of signals.\textsuperscript{9} However, we trust
that our results hold more generally since the intermediate steps have clear economic intuitions.

\textsuperscript{9}In particular, it is important that the distribution of expected valuations generated by the information structure,
\( G(v, \delta) \), preserves the monotone hazard rate property assumed for the underlying distribution of bidder valuations,
\( F(v) \).
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A Appendix

Proof of Lemma 1:
(a) To prove that the virtual valuation function is increasing we just need to show that the slope of the inverse hazard rate of \( G(\cdot, \delta) \) is negative. Recall that

\[
1 - G(v, \delta) = \frac{\delta}{g(v, \delta)} = \delta \times \frac{1 - F\left(\frac{v - (1 - \delta)v_m}{\delta}\right)}{f\left(\frac{v - (1 - \delta)v_m}{\delta}\right)}
\]

As the inverse hazard rate of \( F \) is decreasing, and \((v - (1 - \delta)v_m)/\delta\) is increasing in \( v \), applying the chain rule it follows that the inverse hazard rate of \( G \) will be decreasing.

(b) Let \( S(v) \equiv \int_0^v G(s, \delta) - G(s, \delta') \, ds \). \( G(v, \delta') \) second order stochastically dominates \( G(v, \delta) \) iff \( S(v) \geq 0 \) for all \( v \in [0, 1] \). Clearly, \( S(0) = 0 \) and \( S(1) = 0 \). Consider the slope of \( S \):

\[
S'(v) = G(v, \delta) - G(v, \delta') = F\left(\frac{v - (1 - \delta)v_m}{\delta}\right) - F\left(\frac{v - (1 - \delta')v_m}{\delta'}\right)
\]

As \( F \) is monotone, \( F\left(\frac{v - (1 - \delta)v_m}{\delta}\right) - F\left(\frac{v - (1 - \delta')v_m}{\delta'}\right) > 0 \) iff \( \frac{v - (1 - \delta)v_m}{\delta} - \frac{v - (1 - \delta')v_m}{\delta'} = \frac{(v - v_m)(\delta' - \delta)}{\delta\delta'} > 0 \). This implies \( S'(v) > 0 \) if \( v < v_m \), and \( S'(v) \leq 0 \) otherwise. So that \( S(v) \geq 0 \). See also, Ganuza and Penalva (2010) that shows that \( G(v, \delta') \) dominates \( G(v, \delta) \) according to the dispersive order.

Proof of Lemma 2 and Proposition 2:

Using a change of variable we can rewrite the auctioneer’s expected revenue as

\[
\int_0^1 \left[ x\delta + (1 - \delta)v_m - \delta \frac{1 - F(x)}{f(x)} \right] m_f(x) \, dx
\]

where, \( m_f(x) \), is the density function of the first order statistic associated to the distribution function of the maximum of \( N \) independent draws from the distribution \( F(\cdot) \), and \( \left[ x\delta + (1 - \delta)v_m - \delta \frac{1 - F(x)}{f(x)} \right] \) is non-decreasing.
Then, the optimal reserve price can be characterized by $x^{RP}$, where $x^{RP}$ is obtained from the expression:

$$x^{RP} \delta + (1 - \delta) v_m - \delta \frac{1 - F(x^{RP})}{f(x^{RP})} = 0,$$

which, using the function $J$, is implicitly defined by the expression:

$$J(x^{RP}) = x^{RP} - \frac{1 - F(x^{RP})}{f(x^{RP})} = -\frac{1 - \delta}{\delta} v_m$$

Then, the reserve price, $v^{RP}$ is obtained from $x^{RP}$:

$$v^{RP} = x^{RP} \delta + (1 - \delta) v_m,$$

Given that $J(x)$ is increasing and $-\frac{(1-\delta)}{\delta} v_m$ is increasing in $\delta$, the larger $\delta$ the larger $x^{RP}$. Notice that $x^{RP}$ will not be well defined when $J(0) = -\frac{1}{f(0)} > -\frac{(1-\delta)}{\delta} v_m$, since then $x - \frac{1 - F(x)}{f(x)}$ is always larger than $-\frac{(1-\delta)}{\delta} v_m$. In that case, $x^{RP} = 0$, which is equivalent to not using a reserve price. Summarizing,

$$x^{RP} = \begin{cases} J^{-1}\left(-\frac{(1-\delta)}{\delta} v_m\right) & \text{if } J(0) < -\frac{(1-\delta)}{\delta} v_m \\ 0 & \text{Otherwise} \end{cases}$$

Finally, we can rewrite the condition $J(0) > -\frac{(1-\delta)}{\delta} v_m$ as a condition on $\delta$

$$J(0) > -\frac{(1-\delta)}{\delta} v_m \iff \delta > \bar{\delta}, \text{ where } \bar{\delta} = \frac{v_m}{v_m + J(0)}.$$  

**Proof of Proposition 3:** The auctioneer’s optimal amount of information, $\delta^*$, without a reserve price is given by this first order condition:

$$\int_0^1 \left[ x - v_m - \frac{1 - F(x)}{f(x)} \right] m_f(x) dx - C'(\delta^*) = 0 \quad (4)$$

Subtracting this equation from the first order condition of the auction with reserve price computed above,

$$\frac{\partial \hat{\pi}(\delta, N)}{\partial \delta} = \int_{x^{RP}}^1 \left[ x - v_m - \frac{1 - F(x)}{f(x)} \right] m_f(x) dx - C'(\hat{\delta}^*) = 0.$$  

Taking the difference between the two F.O.C.s we obtain the following expression

$$- \int_0^{x^{RP}} \left[ x - v_m - \frac{1 - F(x)}{f(x)} \right] m_f(x) dx = C'(\hat{\delta}^*) - C'(\delta^*) \quad (5)$$
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The optimal \( x^{RP} \) is obtained from the equation
\[
x^{RP} \delta + (1 - \delta) v_m - \delta \frac{1 - F(x^{RP})}{f(x^{RP})} = 0.
\]
Then,
\[
v_m + \delta [x^{RP} - v_m - \frac{1 - F(x^{RP})}{f(x^{RP})}] = 0
\Rightarrow x^{RP} - v_m - \frac{1 - F(x^{RP})}{f(x^{RP})} = - \frac{v_m}{\delta}.
\]
As \( x - v_m - \frac{1 - F(x)}{f(x)} \) is monotone increasing this implies that the integral on the left hand side of Equation (5) is negative, so that the LHS of (5) is positive and \( \hat{\delta}^* > \delta^* \). ■

PROOF OF PROPOSITION 4: i) We first establish that providing some information is optimal if \( N \) is large enough. Consider the limit as \( N \to \infty \) of \( \hat{\pi}(\delta, N) \). As \( N \) goes to infinity, the distribution \( m_f(x) \) converges to a mass point at \( x = 1 \) so that \( \lim_{N \to \infty} \hat{\pi}(\delta, N) = v_m + \delta(1 - v_m) - C(\delta) \). As \( C'(0) = 0 \), and \( v_m < 1 \), the optimal \( \hat{\delta}^* \) will be positive. Consider that \( \hat{N}_0 \) is the minimum \( N \) such that it is optimal to provide information, then for \( N > \hat{N}_0 \) it is optimal to do so too since \( \hat{\pi}(\delta, N) \) is increasing in \( N \) for all \( \delta \), \( \hat{\pi}(\delta^*, \hat{N}_0) > v_m \Rightarrow \hat{\pi}(\delta^*, N) > v_m \).

Monotonicity of \( \hat{\delta}^*(N) \) requires that \( \forall \delta' \in \hat{\delta}_N^*, \forall \delta'' \in \hat{\delta}_N, \max\{\delta'', \delta'\} \in \delta_N^* \) and \( \min\{\delta'', \delta'\} \in \delta_N^* \). Then, if \( \delta' \in \hat{\delta}_N^* \), we want to rule out that there exists a \( \delta'' \in \hat{\delta}_N^* \), \( \delta'' > \delta' \) such that either (a) \( \delta' \notin \hat{\delta}_N^* \), i.e. \( \hat{\pi}(\delta'', N) - \hat{\pi}(\delta', N) > 0 \) and \( \hat{\pi}(\delta'', N + 1) - \hat{\pi}(\delta', N + 1) \leq 0 \), or/and (b) \( \delta'' \notin \hat{\delta}_N^* \), i.e. \( \hat{\pi}(\delta'', N) - \hat{\pi}(\delta', N) \geq 0 \) and \( \hat{\pi}(\delta'', N + 1) - \hat{\pi}(\delta', N + 1) < 0 \). We rule out both cases by showing that for \( \delta' \in \hat{\delta}_N^* \) and all \( \delta'' > \delta' \)
\[
\hat{\pi}(\delta'', N + 1) - \hat{\pi}(\delta', N + 1) \geq \hat{\pi}(\delta'', N) - \hat{\pi}(\delta', N).
\]
Notice that we do not aim to establish increasing differences generically (condition (6) does not necessarily hold for arbitrary \( \delta' \) and \( \delta'' \)) as we will use the fact that \( \delta' \in \hat{\delta}_N^* \).

Condition (6) is equivalent to the following one:
\[
\int_{\delta'}^{\delta''} \left[ \frac{\partial \hat{\pi}(\delta, N + 1)}{\partial \delta} - \frac{\partial \hat{\pi}(\delta, N)}{\partial \delta} \right] d\delta \geq 0.
\]
We start by computing \( \frac{\partial \tilde{\pi}(\delta, N)}{\partial \delta} \). Using a change of variable, we can write the auctioneer’s profits as

\[
\tilde{\pi}(\delta, N) = \int_{x_{RP}}^{1} \left[ x\delta + (1 - \delta)v_m - \delta \frac{1 - F(x)}{f(x)} \right] m_f(x, N) dx - C(\delta)
\]

where \( m_f(x, N) \) is as defined above, only now we make the dependence on \( N \) explicit. Note that \( \tilde{\pi} \) is continuously differentiable in \( \delta \) so that condition (7) is well-defined.

Consider the first order condition of the problem—we can safely ignore the effect of \( \delta \) on \( \tilde{\pi} \) via \( x_{RP} \) because if there is no reserve price \((x_{RP} = 0)\) the derivative is cero and if there is one, it is set optimally, and the derivative of \( x_{RP} \) with respect to \( \delta \) will be cero by the envelope theorem.

\[
\frac{\partial \tilde{\pi}(\delta, N)}{\partial \delta} = \int_{x_{RP}}^{1} \left[ x - v_m - \frac{1 - F(x)}{f(x)} \right] m_f(x) dx - C'(\delta)\hat{A}
\]

This expression can be rewritten equivalently as follows:

\[
\frac{\partial \tilde{\pi}(\delta, N)}{\partial \delta} = (P^*(\delta, N) - v_m) \left( 1 - M_f(x_{RP}(\delta), N) \right) - C'(\delta),
\]

where \( P^*(\delta, N) = E_{\delta,N} \left[ x_1 - \frac{1 - F(x_1)}{f(x_1)} \right] x_1 \geq x_{RP} \) is the expected value of the virtual valuation of the first order statistic of the signal, conditioned on the event that the highest realization of the signal is greater than the signal corresponding to the reserve price \((x_{RP})\). The second term, \( \left( 1 - M_f(x_{RP}(\delta), N) \right) \), is the probability of selling the good, which is equivalent to the probability that the highest realization of the signal is larger than the reserve price \( x_{RP}(\delta) \).

A well established property of \( m_f \) is that the family of distributions \( \{m_f(x, N)\}_N \) indexed by \( N \) is increasing in the likelihood-ratio order. This implies that \( m_f(x, N + 1) \) is (first-order) stochastically greater than \( m_f(x, N) \) on any interval of the form \([x, 1]\). Thus, \( (1 - M_f) \) is increasing in \( N \). As by assumption \( x - \frac{1 - F(x)}{f(x)} \) is an increasing function of \( x \), then \( P^* \) is also increasing in \( N \). Moreover, \( P^* \) is increasing in \( \delta \) since \( x_{RP}(\delta) \) is also increasing in \( \delta \).

From our premise, \( \delta' \in \hat{\delta}^*(N + 1) \), which implies \( P^*(\delta', N + 1) > v_m \). We want to show that \( \frac{\partial \tilde{\pi}(\delta, N + 1)}{\partial \delta} - \frac{\partial \tilde{\pi}(\delta, N)}{\partial \delta} \geq 0 \) for all \( \delta \in [\delta', \delta''] \). For \( \delta \in [\delta', \delta''] \) there are two possibilities: (1) if \( P^*(\delta, N) \leq v_m \), then \( \frac{\partial \tilde{\pi}(\delta, N + 1)}{\partial \delta} - \frac{\partial \tilde{\pi}(\delta, N)}{\partial \delta} \geq 0 \) is immediate as \( P^*(\delta', N + 1) > v_m \) and \( P^* \) is increasing in \( \delta \). (2) If \( P^*(\delta, N) > v_m \), we know from above that \( P^*(\delta, N) \) and \( 1 - M_f \) are increasing
in \( N \), so that

\[
(P^*(\delta, N + 1) - v_m) \left(1 - M_f(x^{RP}(\delta), N + 1)\right) \geq (P^*(\delta, N) - v_m) \left(1 - M_f(x^{RP}(\delta), N)\right)
\]

Thus, \( \delta' \in \tilde{\delta}^*(N + 1) \) implies that for \( \delta'' > \delta' \)

\[
\tilde{\pi}(\delta'', N + 1) - \tilde{\pi}(\delta', N + 1) \geq \tilde{\pi}(\delta'', N) - \tilde{\pi}(\delta', N).
\]

ii) Follows from \( \tilde{\pi}(0, N) = \pi(0, N) = v_m \) and \( \tilde{\pi}(\tilde{\delta}^*, N) \geq \pi(\delta^*, N) \). Then, \( \pi(\delta^*, N_0) > v_m \Rightarrow \tilde{\pi}(\tilde{\delta}^*, N_0) > v_m \) and it is possible that there exist \( N \) such that \( \pi(\delta^*, N) < v_m < \tilde{\pi}(\tilde{\delta}^*, N) \), meaning \( \tilde{N}_0 \leq N_0 \).

Proof of Corollary 5: Immediate from the result i) in Proposition 4 and results ii) and iii) in Proposition 2.