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Abstract

I estimate the relationship between taxes and economic growth using data from 1970-
1999 and the forty-eight continental U.S. states. | find that taxes used to fund general
expenditures are associated with significant, negative effects on economic growth. This
finding is generally robust across alternative variable specifications, alternative
estimation procedures, alternative ways of dividing the data into “five-year” periods, and
across different time periods and BEA regions, though state-specific estimates vary
widely. | also provide an explanation for why previous research has had difficulty
identifying this “robust” relationship.
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“Bartik (1994a,b) has suggested that the interregional

elasticity of economic activity with respect to taxes is

between -0.1 and -0.6 ....[However] the results are not very

reliable and change depending on which variables are

included in the estimation equation, or which time period is

analyzed.”

-- Michael Wasylenko (1997, p. 38)

“My conclusion...is that we are uncertain about the effects

of economic development policies, including broad state

fiscal policy, on economic growth. How does this

conclusion translate into policy? My message to policy

makers is that the effects of state and local tax policy are so

uncertain that concern over this issue should not be a

driving force in general policy decisions.”

-- Therese McGuire (1992, p. 458)

l. INTRODUCTION
A long-standing research enterprise has been devoted to estimating the effect of taxes on
economic growth in U.S. states. To the extent a consensus exists, it is that taxes used to
fund transfer payments have small, negative effects on economic activity. When used to
fund productive expenditures, the associated tax effects are often estimated to vanish, or
even become positive (Helms, 1985; Bartik, 1991; Phillips and Goss, 1995; Wasylenko,
1997). However, even this modest conclusion is disputed, since estimated effects vary
widely across studies (Bartik, 1991; McGuire, 1992; Wasylenko, 1997).

Given the scores of studies that have investigated this issue, it is surprising that
many important estimation issues have not been addressed. My study takes up several of
these, and re-estimates the relationship between taxes and economic growth. 1 find that
taxes used to fund general expenditures are associated with significant, negative effects

on economic growth. Further, I show that these effects are generally robust across

estimation procedures, alternative specifications of the regression equation, different time



divisions of the data, and across time periods and BEA regions. In contrast, state-specific
estimates are highly variable. 1 also provide a possible explanation for why previous
research has had difficulty identifying these effects.

My analysis addresses the following estimation issues. First, it uses economic
theory to derive an estimable equation. With respect to specification of the regression
equation, theory has consequences for the following: (i) the inclusion/exclusion of labor,
capital, and population variables along with, or instead of, underlying parameters such as
saving, depreciation, and population growth rates; (ii) the inclusion/exclusion of a lagged
dependent variable; and (iii) whether to include other explanatory variables in level or
differenced forms.

The Cobb-Douglas production function has now become a standard point of
departure for models of economic growth. Studies that have analyzed U.S. state fiscal
policy’ within this framework include Merriman (1990); Garcia-Mila and McGuire
(1992); Evans and Karras (1994); Holtz-Eakin (1994); Garcia-Mila, McGuire, and Porter
(1996); Aschauer (2000); Yamarik (2000); and. Shioji (2001). My study follows suit by
employing a general version of the Cobb-Douglas production that includes the textbook
Solow model and the augmented, human capital model of Mankiw, Romer and Weil
(1992) as special cases.

A second specification issue concerns the role of time. Much of the previous
literature has restricted taxes to have only contemporaneous effects on economic activity.

When dynamic effects are incorporated, it is usually done indirectly, through the

! The subsequent discussion of previous research restricts itself to state-level analyses in which the
dependent variable is income or income growth, where income is measured either by Personal Income or
Gross State Product in either total or per capita terms.



inclusion of a lagged income variable (e.g., Helms, 1985). My regression specifications
allow taxes to have both contemporaneous and lagged effects.?

A related issue concerns how to define the length of a time period for time series
observations of states. Previous research on state-level taxes and growth has relied
almost exclusively on either cross-sectional (e.g., Romans and Subrahmanyam, 1979;
Mullen and Williams, 1994; Yamarik, 2000) or annual panel data (e.g., Helms, 1985;
Crain and Lee, 1999).

Cross-sectional data is undesirable because it ignores time-varying behavior in the
explanatory variables. This is particularly a problem for taxes: The average state tax
burden in 1999 was very close to its level in 1970 (cf. Reed, 2006, Figure 1), despite
large variation over time. Cross-sectional analyses also suffer from omitted variable bias
due to uncontrolled fixed effects -- to the extent these are not picked up in initial income
levels.

On the other hand, annual data is particularly vulnerable to measurement error
bias. This is, again, of particular relevance for tax studies. Using two very different
approaches, Reed and Rogers (2006, 2007) estimate that roughly half of the annual
variation in tax burden is due to factors other than tax policy. This bias is exacerbated by
the inclusion of state fixed effects. Further, annual state-level income data are
characterized by substantial serial correlation (cf. Evans and Karras, 1994). The
combination of serial correlation with a lagged dependent variable produces inconsistent

estimates.

2 Tomljanovich (2004) also allows for dynamic tax effects, but his study only includes state taxes, not state
and local. The practical implication of this is that it ignores property taxes, among others, and locally
financed public expenditures. The empirical importance of these is demonstrated by Helms (1985).



Multi-year interval data also suffer from these problems, but to a lesser degree:
Measurement errors are more likely to cancel out over longer time periods. Serial
correlation is less severe when observations are distanced further in time. A few studies
have analyzed the effects of fiscal policy using multiple-year interval data. These include
Garcia-Mila, McGuire, and Porter (1996); Aschauer (2000), Shioji (2001), Chernick
(1997), and Tomljanovich (2004), though only the latter two directly study taxes. My
analysis estimates tax effects over thirty years using five-year interval data.

A third issue is the selection of “control variables.” Growth theory is sufficiently
general that many variables are potential determinants of growth. Despite this, many
studies of tax effects include no, or only a few, non-fiscal variables other than
initial/lagged income, time, and/or state-fixed effects (cf. Becsi, 1996; Tomljanovich,
2004; Yamarik, 2000). Helms (1985) includes variables for state wages, percent
unionization, and population density. Mullen and Williams (1994) include variables for
growth of the civilian labor force, and the growth rates of private and public capital.
Only Chernick (1997) and, notably, Crain and Lee (1999) have a broad set of control
variables. My study includes an extensive set of control variables to avoid problems of
bias associated with omitted variables.

That being said, it is well known that coefficient estimates are often highly
dependent upon the particular set of variables included in the regression equation
(Leamer, 1985; Levine and Renelt, 1992; Crain and Lee, 1999; Sali-i-Martin, 2004). To
address this problem, I employ model selection criteria to determine variable selection.

Further, | investigate the robustness of my results to alternative specifications.



A fourth issue concerns the choice of estimation procedure. Panel data are
potentially characterized by complex error structures. Most previous research on fiscal
policy uses OLS (e.g., Garcia-Mila and McGuire, 1992; Chernick, 1997; Crain and Lee,
1999), or OLS with standard errors corrected for general heteroscedasticity (e.g.,
Aschauer, 2000; Tomljanovich, 2004) or serial correlation (Evans and Karras, 1994). A
few studies employ feasible Generalized Least Squares (FGLS) to address random effects
(Garcia-Mila, McGuire, and Porter, 1996; Helms, 1985; Holtz-Eakin, 1994), though this
procedure is usually rejected in favor of OLS with fixed effects. Dynamic panel data
(DPD) estimators have occasionally been used to obtain consistent estimates when the
regression specification includes both a lagged dependent variable and fixed effects
(Holtz-Eakin, 1994; Shioji, 1994). My analysis allows for a variety of serial correlation,
heteroscedasticity, and cross-sectional correlation behaviors in the error term. It
investigates the robustness of estimating tax effects using alternative OLS, FGLS, and
DPD estimators.

A fifth issue addresses the role of influential observations. Point estimates may
mask the fact that results can be driven by just a few time periods, or just a few states.
This is of particular importance to policy-makers who are interested in extrapolating the
results of empirical studies to their own states and time periods. With only a few
exceptions, previous research on tax effects reports only average effects: Mullen and
Williams (1994) and Chernick (1997) check for (i) robustness across different time
periods and (ii) the effect of omitting some states from their samples. My analysis goes
further by interacting tax variables with both time, region, and state dummy variables to

check for robustness across these dimensions.



The paper proceeds as follows: Section Il derives a model of economic growth
that is general enough to encompass many of the models that have been used in previous
research. Section Ill describes the data and discusses associated specification issues.
Section 1V presents the initial empirical results. Section V checks for robustness across
(1) alternative variable specifications, (ii) alternative estimation procedures, (iii) different
time divisions of the data, and (iv) different time periods, regions, and states. Section VI
provides a possible explanation for why my study finds a robust relationship between

taxes and economic growth while previous studies have not. Section VII concludes.

1. A MODEL OF ECONOMIC GROWTH

| assume that state income (Y, ) is determined by the following general version of the
Cobb-Douglas production function,

(1) Y, =4K(L0) =40"K L’

where K, and L, are capital and employment, Q, is the efficiency of labor, and 4,

represents other factors that influence state incomes (e.g., human capital variables, factor
neutral productivity determinants). The textbook Solow model and the augmented
human capital model of Mankiw, Weil, and Romer (1992) are both special cases of
Equation (1).°

Dividing both sides by N, gives
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This can be expressed in log form as

® The textbook Solow model is Y, =KZ(L,0,)“ =0 “K*L"*. Mankiw, Romer, and Weil’s
augmented version of the Solow model is Y, = K*H/(L,0,) *F =H/ ol * Pk L=
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Differentiating Equation (3) with respect to time yields
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It follows that
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where C, =[ln(4,)-in(4. )]+ Blin(Q,)-in(Q,,)] and L = the length of the time

period minus / (e.g., for a five-year period with # measuring calendar years, L = 4).*°°
Equation (5) identifies changes in capital, employment, and population as
important determinants of economic growth. However, the last term, C,, allows a role

for other variables -- potentially many other variables -- to affect economic growth.

I1l.  DATA AND ESTIMATION ISSUES
My data consist of observations on 48 U.S. states from 1970-1999.” | decided on this
particular time period because a longer time frame would have required me to omit many

variables of interest. The respective thirty years of data are grouped into 6, five-year

* In the subsequent empirical work, the difference in log values is multiplied by 100.

* An alternative specification solves for the steady state value of y as a function of state parameters, and
then introduces convergence through the inclusion of a lagged value of the dependent variable. The main
cost of this approach is that it requires the imposition of additional restrictions.

® | also check for robustness when L = 5, so that the endpoints and startpoints of the respective five-year
periods coincide.

" Alaska and Hawaii were omitted, as is usual in studies of U.S. state economic growth.



periods (1970-1974, 1975-1979, ..., 1995-1999). Data for most of these variables were
collected from original data sources.®

In addition to the previously cited benefits, five-year interval data® offer the
following advantages over annual data: They (i) average out “business cycle effects”
(Grier and Tullock, 1989); (ii) minimize errors from misspecifying lag effects; and (iii)
reduce time-specification issues. Time-specification issues arise because data can have
different start and end periods within a given calendar year. For example, state income
data are defined over calendar years; state fiscal data are defined over fiscal years (which
are different for different states); and other variables (e.g. employment, population data)
may be measured at different points within the year (beginning/middle/end). In addition,
a number of variables (e.g., variables based on decennial Census data) require
interpolation in order to get a balanced panel.

Following Equation (5), the general specification for the empirical models is°:

DLNY — { B, + B,DLNK, + 3,DLNL, + 3,DLNN, }
t

+ state fixed effects + time fixed effects
+ 25d (Xd,t ~Xyia )+ Zﬂ’le,t—ZI +é,
d /

(6)

where ¢ =1974,1979,1984,1989,1994,1999 ; DLNY,, DLNK,, DLNL,, and DLNN, are the

respective difference quantities from Equation (5) multiplied by 100 (to give percent);

(Xd,—Xd,,_é,) is the change in the explanatory variable over the five-year period

(“differenced” form); and X,,_, is the value of the explanatory variable at the beginning

& The Appendix presents statistical descriptions of all the variables used in this study.
° The data are formatted in terms of five-year differences, not averages (cf. Equation [5]).
1% do not impose the restriction that 3, = (ﬂ1 +5,- 1) because population growth could also be related to

C,, in which case the restriction would be violated.



of the five-year period (“level” form). Note that the last two terms can also be thought of
as capturing the “contemporaneous” and “lagged” effects of .X.**
A comparison of Equations (5) and (6) reveals that the “differenced” and “level”

forms of X are designed to proxy for C, =[in(4, )—in(4,_, )]+ Blln(Q,)-n(Q,,)]. As

this latter term is in differences, one may question why the level form of X is also

included. Consider that C, incorporates factors that affect the growth rate of

productivity, which is related to the production of new ideas. The supply of new ideas is
likely related to the size of the population. This argues for inclusion of the level form of
population. Similar arguments can be made for other variables.*

As my measure of taxes, | use tax burden, defined as the ratio of state and local
tax revenues to personal income. Tax burden is by far the most commonly employed
measure of state taxation, and can be thought of as the “effective average tax rate” in a
state (e.g., Helms, 1985; Mofidi and Stone, 1994; Mullen and Williams, 1994; Carroll
and Wasylenko, 1994; Knight, 2000; Caplan, 2001; Yamarik, 2000, 2004; Alm and

Rogers, 2005).

IV. INITIAL EMPIRICAL RESULTS
TABLE 1 summarizes the initial results. The first column (Equation [7]), reports the
results of estimating a narrowly specified version of Equation (6). The only explanatory

variable from the set of differenced variables, {(Xd,t —XdH)} , 1s the change in tax

1 For an alternative derivation that arrives at a virtually identical specification, see Bassanini, Scarpetta,
and Hemmings (2001).

12 previous studies of fiscal policy that specify income growth as the dependent variable have typically
included either (i) level (cf. Helms, 1985; Chernick, 1997; Yamarick, 2000) or (ii) differenced forms of the
explanatory variables (cf. Evans and Karras, 1994; Garcia-Mil4, McGuire, and Porter, 1996; Crain and Lee,
1999), but not both. Romans and Subrahmanyam (1979) and Mullen and Williams (1994) are exceptions.



burden, TaxBurden(D); and the only explanatory variable from the set of level variables,

{X,H }1 , Is the value of tax burden at the beginning of the period, TaxBurden(L).

Both tax variables are negative and highly significant (the z-values are -4.38 and
-2.25, respectively). This suggests that taxes have both an immediate and a persistent
effect. The coefficient estimate for TaxBurden(D) indicates that a one percentage-point
increase in tax burden over a five-year period is associated with lower real PCPI growth
of 1.37 percent during that period. In addition, an increase in taxes raises the level of tax
burden, which is associated with lower growth in future time periods. A state having a
tax burden that is one percentage point higher than other states is estimated to have real
PCPI growth that is lower by 0.90 percent in subsequent five-year periods.

Two points are worth noting. First, these effects represent the net effect of taxes
and spending. Since expenditures variables are omitted from the specification, and since
the relationship between U.S. state expenditures and revenues is generally one-to-one, the
respective coefficients should be interpreted as an increase in taxes to fund general
(unspecified) expenditures. Second, these estimated effects are sizeable. The mean value
of the tax burden variable is 10.87, and the mean growth rate of real PCPI (DLNY) is 8.23
percent. Thus, tax variable coefficients in the range of -1.0 represent economically
important relationships.

With respect to the rest of the equation, the results indicate that increases in a
state’s capital stock (DLNK), employed labor force (DLNL), and population (DLNN) are
each associated with greater income growth. Overall, the equation has good explanatory

power, though much of that comes from the state and time fixed effects.*®

3 The R’ value for the same specification without state and time fixed effects is 0.744.
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The estimated tax effects of Equation (7) hold constant any effects that taxes
might have on investment, employment and population growth. One might reasonably
expect taxes to be related to these as well. Equations (8) through (10) investigate this by
respectively regressing each of these on the two tax variables plus state and time fixed
effects. Across all three equations, we see that higher taxes are associated with lower
investment, lower employment growth, and lower population growth.

Notably, there are differences in the timing of the respective estimated effects.
Equations (8) and (9) report that an increase in tax burden is associated with a statistically
significant decrease in investment and employment growth during the same five-year
period. Beyond that period, the tax effects are smaller and statistically insignificant. In
contrast, Equation (10) indicates that an increase in tax burden is estimated to have a
negligible contemporaneous effect on population growth. However, there is some
evidence to indicate that higher taxes lower population growth in later time periods (the
respective p-value is 0.19). These results are consistent with expectations about how
taxes might affect each of these variables: investment and employment are more easily
adjusted in the short-run, while migration decisions respond more slowly and require
more time to be realized.

The preceding results suggest that taxes influence state economic growth via two

general channels. The first channel is associated with the term, C,, which collects
changes in the efficiency of labor (Q,) plus the effects of other time-varying factors
related to productivity (4,). The second channel is via the terms DLNK, DLNL, and

DLNN, which incorporate the effects of taxes on investment, employment and population

growth. Ideally, one could measure the combined effect of tax burden on economic

11



growth by estimating a structural system of equations with DLNY, DLNK, DLNL, and
DLNN all treated as endogenous. Unfortunately, a lack of good instruments makes this
approach unfeasible.™

An alternative is to estimate a reduced form version of Equation (7), omitting the
terms DLNK, DLNL, and DLNN. Equation (11) reports the results of this exercise. As
expected, the combined effect of taxes is estimated to be substantially larger. A one
percentage point increase in tax burden is associated with a contemporaneous, decrease
of 2.59 percent in real PCPI growth. In addition, future five-year growth rates are

estimated to be lower by 1.56 percent.

\2 ROBUSTNESS CHECKS

Robustness with respect to alternative specifications. One concern with the previous set

of results is that the estimated tax effects may suffer from omitted variable bias. It is thus
important to control for the influence of other variables that may affect state economic
growth. The subsequent analysis takes Equation (7) as its starting point, and appends this
with theoretically appropriate control variables.

It is clear from Equation (5) that a large number of variables could be included as

proxies for the unobserved term, C,. Reed (2007) identifies thirty-two variables that

have been used or suggested by previous studies. Eliminating the public sector variables
(such as categories of public spending or taxes) -- since including these would change the
nature of the tax variables -- leaves thirteen non-tax variables. These are identified in

TABLE 2. Each of these can be argued to be included in differenced or level (initial

4] estimated a model with lagged values of DLNK, DLNL, DLNN, and TaxBurden(D) as instruments, but
rejected this approach because the first-stage estimates indicated weak correlations.
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value) form. If one also allows the initial value of income to be included as a regressor™,
and recalls that the differenced form of the population variable (DLNN) is already
included in the core specification, one obtains a total of twenty-six possible control
variables.'®

While it is likely that many of these variables do not really belong in the
regression equation, it is not apparent a priori which ones should be excluded. Choosing
one or a few sets of control variables is potentially a problem, since previous literature
(e.g., Leamer, 1985; Levine and Renelt, 1992; Crain and Lee, 1999; Sali-i-Martin et al.,
2004) has demonstrated that estimated coefficients are often fragile, sensitive to the
particular composition of conditioning variables.

The problem is complicated by the fact that there are 2°° = 67 million ways to
combine twenty-six variables, each one a possible regression specification. | address the
issue of variable specification in the following way. First, | estimate a complete
specification that includes all twenty-six variables. Next, | identify and estimate the
“best” specifications as determined by both SIC and AIC (corrected version) model
selection criteria.!” This produces three sets of regression results, each of which is

reported in TABLE 3 (cf. Equation [12], [13] and [14]).

!> Note that the interpretation of this variable should not be associated with convergence, since the model is
not specified in steady-state form. Rather, this variable should be interpreted as proxying for the effect of
omitted, initial-value variables that affect productivity growth.

18 The variable DLNN potentially affects economic growth through two channels: (i) directly (cf. Equation
[5]), and (ii) indirectly, through C,. If DLNN did not exert a separate effect via C,, then its associated

coefficient would be (,Bl+ 5o —1) (cf. Equations [5] and [6]). However, this hypothesis is consistently

rejected in the subsequent empirical analyses. The upshot is that one cannot estimate an analogue of
Equation (10), appended with control variables, since DLNN would appear as one of the control variables.
7 This procedure, as well as the specific SAS program | use to implement it, is described in further detail in
Reed (2007).
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Of greatest interest are the first two rows of TABLE 3. These report the estimated
coefficients of TaxBurden(D) and TaxBurden(L) after including alternative sets of control
variables. Both tax coefficients are smaller in absolute value compared to Equation (7),
where the estimated values are -1.37 and -0.90, respectively. Nevertheless, they remain
negative across the expanded specifications of Equations (12) through (14). Further, they
continue to be highly significant. In the “All Variables” specification of Equation (12),
TaxBurden(D) and TaxBurden(L) have t-statistics(p-values) of, respectively, -2.58(0.011)
and -2.87(0.004). The corresponding z-statistics are even higher in Equations (13) and
(14). And while these latter two specifications are the product of sequential search, the z-
statistics/p-values for the two tax variables can still be interpreted in the classical manner
because the search procedure includes these two variables in every specification.

Turning to the other variables, | find that the estimated coefficients are generally
consistent with the predictions of growth theory, or at least not inconsistent. Focusing on
the coefficients from Equation (13), we observe the following results (ignoring the
distinction between initial levels and contemporaneous changes): higher educational
attainment, a greater percentage of the population who are of working age, a greater
percentage of the population that is nonwhite, a larger population, a greater reliance on
agriculture, and a more unionized workforce are associated with higher economic growth.
A larger female population, a larger mining sector, and greater industrial diversity are
associated with lower economic growth. Lastly, ceteris paribus, states with a greater
initial value of real PCPI grow slower than other states.

In conclusion, | find that the significant, negative tax effects reported in Equation

(7) are robust to the inclusion of a wide variety of control variables. The next section
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investigates the robustness of the relationship between tax burden and state economic
growth when alternative estimation procedures are employed.

Robustness with respect to alternative estimation procedures. The subsequent

analysis selects Equation (13) as the best of the preceding specifications. This OLS
equation displays good properties. It has a high R, the key explanatory variables all have
large z-statistics, the Durbin-Watson statistic is close to 2, and a test of error normality
fails to be rejected at the 5 percent level.*®

However, there are at least two concerns. First, panel data are often characterized
by complex error structures. Using the residuals from Equation (13), | tested for (i) first-
order serial correlation, (ii) groupwise heteroscedasticity, and (iii) cross-sectional
correlation. | found no evidence of significant serial correlation (the estimated value of
the AR(1) parameter was -0.02). However, | reject the hypothesis of no groupwise
heteroscedasticity® and find substantial evidence of cross-sectional correlation.” This
raises worries about the inefficiency of the coefficient estimates and biasedness in the
estimates of the standard errors.?!

Unfortunately, while one can estimate an error variance-covariance matrix that

allows for cross-sectional correlation, one cannot invert that matrix, since N=48 > T7=6.

'8 The Durbin-Watson statistic is 2.15; and the Jarque-Bera statistic is 5.07, with an associated p-value of
0.079.

19| use the modified Wald test for groupwise heteroscedasticity available in the STATA command xttest3.
The corresponding sample Chi-square value is 798.30 with 48 degrees of freedom, and the associated p-
value is 0.0000.

20 | use Pesaran’s test for cross-sectional dependence available in the STATA command xtcsd, which is
distributed asymptotically standard normal. The corresponding CD statistic is -1.481 with a p-value of
0.1385. However, this test assumes that the cross-sectional correlations are all same-signed. It has low
power when the cross-sectional correlations are not same-signed, which describes my data. The average,
absolute value of the cross-sectional correlations is 0.375 even with the inclusion of time fixed effects.
This is quite large. Accordingly, | correct some of my estimates for cross-sectional correlation even though
I do not formally reject the null hypothesis of no cross-sectional dependence.

%! Note that “White standard errors” are robust only to individual heteroscedasticity, and not cross-sectional
correlation.
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This precludes the use of Parks-type feasible Generalized Least Squares (FGLS).
However, there are several alternatives. One approach is to continue to use OLS, but
adjust the standard errors for cross-sectional correlation; either by using Beck and Katz’s
“panel-corrected standard error” procedure (Beck and Katz, 1995), or by using a more
robust estimator of the error variance-covariance matrix. Another is to follow-up a
suggestion by Greene (2003, pages 333f.) and use FGLS, weighting on groupwise
heteroscedasticity while adjusting the standard errors for cross-sectional correlation.
Accordingly, 1 check for robustness of the estimated tax effects across the following
alternative estimation procedures:

1) OLS with panel-corrected standard errors

i) OLS with robust estimation of the error variance-covariance matrix assuming
cross-sectional correlation (i.e. “cluster” standard errors)

iii) FGLS (weighted on groupwise heteroscedasticity) with panel-corrected standard
errors

iv) FGLS (weighted on groupwise heteroscedasticity) with panel-corrected standard
errors

V) FGLS (weighted on groupwise heteroscedasticity) with “cluster” standard errors
There is an additional concern. Equation (13) includes both fixed effects and a
lagged form of the dependent variable as explanatory variables. This generates
correlation between the error term and the lagged form of the dependent variable, causing
biased coefficient estimates (Nickell, 1981). To address this concern, | use two dynamic
panel data (DPD) estimators: the Arellano-Bond (difference) one-step and two-step

procedures.?

%2 The DPD estimates were obtained using STATA’s xtabond? procedure. Note that both the one-step and
two-step procedures assume no cross-sectional correlation. | do not use the DPD(system) estimator
because the key moment condition in the level equation requires that the “distance” between a state’s initial
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TABLE 4 reports the estimates from these alternative estimation procedures. For
comparison’s sake, the first row duplicates the tax burden estimates from Equation (13)
in TABLE 3. There are two main findings from this analysis: Both FGLS and DPD
confirm earlier results in that they produce negative coefficient estimates for each of the
tax variables. The FGLS estimates are similar in size to the OLS estimates, while the
DPD estimates are generally larger (in absolute value). In addition, the statistical
significance of the tax effects is confirmed across all alternative estimation procedures.
Of the sixteen ¢-statistics reported in TABLE 4, fourteen imply significance at the 1
percent level, with the remaining two significant at the 5 and 10 percent leve