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Abstract

This paper proposes a matching estimator where the size of the weights and the number of neighbors are endogenously determined from the solution of a bi-level optimization problem. The first level problem minimizes the distance between the characteristics of an individual and a convex combination of characteristics of individuals belonging to the corresponding counterfactual set, and with the second level we choose a solution point of the first level that minimizes the sum of the distances between the characteristics of the individual under analysis and those from the counterfactuals employed in the optimal convex combination. We show that this estimator is consistent and asymptotically normal. Finally we study its behavior in finite samples by performing Monte Carlo experiments with designs based on the related literature. In terms of bias, standard deviation and mean square error, we find significant improvements using our estimator in comparison to the simple matching estimator, widely employed in the literature.
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1 Introduction

Matching estimators have been widely used in the impact evaluation literature during the past decades. Without any assumption about the distribution of involved variables, these methods essentially rest on the imputation of a potential outcome to an individual, built as a weighted average of the observed outcomes of his closest neighbors from the corresponding counterfactual set. Given that, the individual treatment effect by means of this matching estimator is usually defined as the difference between the imputed and actual outcome. One of the most popular estimators is the simple matching estimator studied by Abadie & Imbens (2006), where the outcome to be imputed is defined as the average of the outcomes from a certain number of closest neighbors with closeness defined according to a distance induced by a norm. The choice of the number of neighbors is up to the researcher and the weights are simply the reciprocal of this number. As Imbens & Wooldridge (2009) point out “little is known about the optimal number of matches, or about data-dependent ways of choosing it”.

In this paper we propose a matching estimator where the number of neighbors and the weighting scheme are endogenously determined from the solution of a bi-level optimization problem (from now on, BLOP), that is, an optimization problem where the restrictions are defined by another optimization problem (see Colson, Marcotte & Savard (2007)). The first level of the problem deals with finding weights belonging to the simplex associated with the control (treated) units such that the convex combination of their characteristics employing those weights, approximates as closely as possible the characteristics of a treated (control) unit. Since this problem may have more than one solution, the second level of the optimization problem is a refinement criterion which looks for a solution point of the first level that minimizes the sum of the distances between the characteristics of each individual used in the convex combination and the one under analysis by weighting each individual distance with weights obtained from the first level.

We would like to remark that in this setup, optimal weights could depend on characteristics, and the number of them, that are different from zero, may vary depending on individual characteristics as well. In fact, the weights that are non-null define the counterfactuals participating in the optimal convex combination, which are, not necessarily, the nearest neighbors. From Caratheodory’s Theorem (see Rockafellar (1972)), the number of them should be at most the number of pre-treatment characteristics plus one. This is relevant for practical issues, since when the estimation is implemented with the whole sample (as we propose), there is no need to fix the number of nearest neighbors to be employed for estimation as in Abadie & Imbens (2006), which is one of the contributions of our proposed methodology.

In order to illustrate the method, suppose that there is a unique real-valued characteristic, which for the individual under analysis, labeled $i = 0$, is noted by $X_0 \in \mathbb{R}_+$. Suppose additionally that the potential counterfactuals for this individual are indexed by $i = 1, \ldots, n$, $n \geq 2$, with characteristics and outcomes given by $X_i \in \mathbb{R}_+$ and $Y_i \in \mathbb{R}$ respectively. Without loss
of generality, let us assume that $X_1 < \ldots < X_k < X_0 < X_{k+1} < \ldots < X_n$. The first level of the optimization problem mentioned above looks for the counterfactuals such that the convex combination of their characteristics are as close as possible to $X_0$. Obviously since this problem has multiple solutions, we consider a refinement criterion in order to select the best solution. As we mentioned, for the second level we propose an optimization problem that looks for the solution that minimizes the sum of weighted distances between the corresponding counterfactual X’s and $X_0$, with weights from the convex combination coming from the first level. Intuitively, we try to perform the first level using the closest possible neighbors to individual $i = 0$. In the example, and with the exception of pathological cases, the solution of the BLOP should be

$$w^*_k = \frac{X_{k+1} - X_0}{X_{k+1} - X_k}, \quad w^*_{k+1} = \frac{X_0 - X_k}{X_{k+1} - X_k}, \quad w^*_i = 0, \quad i \neq k, \quad k + 1,$$

and according to our approach, the potential outcome to be imputed to individual $i = 0$ is

$$\hat{Y}_0 = \sum_{i=1}^{n} w^*_i Y_i = w^*_k Y_k + w^*_{k+1} Y_{k+1}.$$

When $X$ is a vector of characteristics, solving the BLOP is certainly a difficult task due to the great number of alternatives that any optimization algorithm has to evaluate in order to achieve a global solution. In order to circumvent this complexity, we follow an approach based on Cominetti & San Martín (1994) and Cominetti (1999). According to this approach, the BLOP is approximated by a parametrized unrestricted optimization problem, where the objective function is a weighted sum of the first and second level, plus a penalty term that determines that the weights should belong to the Simplex. The penalty term depends on a positive parameter which also participates in the weighting of the first and second level as mentioned. Given this, it can be shown that when the parameter approaches to zero, the parametrized solution of the unrestricted problem converges to the solution of the bi-level problem we are dealing with. Employing these optimal weights we define the bi-level matching estimators, which are formally introduced in Section 2.

Regarding large sample properties of the bi-level matching estimator, in Section 3 we show that under the same conditions assumed by Abadie & Imbens (2006), this estimator is consistent and asymptotically normal. Indeed, these limit properties hold for any generic matching estimator as we define in Section 2.1. Finally, in Section 4 we study finite sample properties of the bi-level matching estimators. For that purpose, based on Frölich (2004) and Busso, DiNardo & McCrary (2009) we set up the experiments, implementing Monte Carlo simulations in order to assess its performance in terms of bias, variance, and mean square error, finding significant improvements in comparison with the simple matching estimator.
2 Generic and bi-level matching estimators

In this section we introduce, for a nonparametric framework, the concept of generic matching estimator, i.e., a matching estimator for which the weighting scheme is general, with only the conditions that they are non-negative and add up to one. Immediately after that, we define the bi-level matching estimator, which is a particular case of a generic estimator. The limit properties we show in Section 3 are valid for generic matching estimators, and then for the bi-level matching ones.

2.1 Generic matching estimators

Following standard notation (see Imbens & Wooldridge (2009)), set \( k \in \mathbb{N}, k \geq 1 \), and \( \mathbb{X} \subseteq \mathbb{R}^k \) a non-empty set, and consider a random variable \( \Omega = (T,X,Y) \) whose values belong to \( \{0,1\} \times \mathbb{X} \times \mathbb{R} \), with \( T \) indicating whether a treatment is received \((T = 1)\) or not \((T = 0)\) by an individual with a vector of characteristics \( X \). The observed outcome is \( Y = T Y_1 + (1 - T) Y_0 \), with \( Y_1 \) and \( Y_0 \) being the outcome that the agent would have obtained under treatment or the absence of treatment, respectively. For \( x \in \mathbb{X} \) and \( \delta \in \{0,1\} \), define the conditional expectation and conditional variance of \( Y \) as, respectively,

\[
\mu_\delta(x) = \mathbb{E}[Y_\delta \mid X = x], \quad \sigma^2_\delta(x) = \mathbb{V}[Y_\delta \mid X = x].
\]

\[
\mu(x,\delta) = \mathbb{E}[Y \mid X = x, T = \delta], \quad \sigma^2(x,\delta) = \mathbb{V}[Y \mid X = x, T = \delta].
\]

(1)

The assumptions below are needed for the definitions. They are quite standard in the literature (see Rosenbaum & Rubin (1983), Heckman, Ichimura & Todd (1998), Imbens (2004) and Imbens & Wooldridge (2009) for a detailed discussion on them).

**Assumption 1.** \( \mathbb{X} \) is a compact and convex subset of \( \mathbb{R}^k \) and the distribution of \( X \) is bounded away from zero.

**Assumption 2.** Unconfounded Treatment Assignment: \( T \perp [(Y_0,Y_1) \mid X] \).

**Assumption 3.** Overlap: \( 0 < \mathbb{P}[T = 1 \mid X] < 1 \).

Note that under Assumption 2, corresponding terms in (1) are coincident with those in (2).

**Definition 2.1.** The average treatment effect is denoted by \( \tau \), and the average treatment effect on the treated by \( \tau_{tre} \), i.e.,

\[
\tau = \mathbb{E}[E[Y \mid X = x, T = 1] - E[Y \mid X = x, T = 0]],
\]

\[
\tau_{tre} = E[E[Y \mid X = x, T = 1] - E[Y \mid X = x, T = 0] \mid T = 1].
\]
In what follows, for \( n \in \mathbb{N} \) let us define \( I^n = \{1, \ldots, n\} \) and assume as known a sample of size \( n \in \mathbb{N} \), \( n \geq 2 \), of \( \Omega \), say 
\[
\Omega^n = \{(T_i, X_i, Y_i), i \in I^n\}.
\]
The set of indexes for treated and control individuals are noted, respectively, by 
\[
I^n_1 = \{i \in I^n, T_i = 1\}, \quad I^n_0 = \{i \in I^n, T_i = 0\},
\]
whose respective cardinals are \( n_1 \geq 1 \) and \( n_0 \geq 1 \).

**Definition 2.2.** For \( M \in \mathbb{N} \), \( M \geq 1 \), the set of \( M \)-closest neighbors to individual \( i \in I^n \) belonging to its counterfactual set is noted by \( N_i^{n,M} \), that is,
\[
N_i^{n,M} = \left\{ X_j \text{ s.t } j \in I^n_{1-T_i}, \sum_{s \in I^n_{1-T_i}} 1_{\{\|X_s-X_i\| \leq \|X_j-X_i\|\}} \leq M \right\},
\]
and the set of indexes for which \( X_j, j \in I^n \), belongs to this set is
\[
I_i^{n,M} = \{j \in I^n, X_j \in N_i^{n,M}\} \subseteq I^n_{1-T_i}.
\]
Next condition will be assumed through the paper: for each \( M \in \mathbb{N} \) and \( i \in I^n \),
\[
\#N_i^{n,M} = \#I_i^{n,M} = \min\{n, M\}.
\]

In the remaining part of this section, we fix \( M_0, M_1 \in \mathbb{N} \). They are the number of closest neighbors to be employed for estimate \( \tau \) and \( \tau_{tre} \). We assume
\[
1 \leq M_0 \leq n_0, \quad 1 \leq M_1 \leq n_1.
\]
Under (4) and (5), for \( i \in I^n \) consider arbitrary weights
\[
\lambda_i^{n,M_1-T_i} = (\lambda_{ij}^{n,M_1-T_i}) \in \Delta_{M_1-T_i},
\]
and let us define *generic weights* as
\[
\mathcal{L}(n, M_0) = \{\lambda_i^{n,M_0} \in \Delta_{M_0}, i \in I^n_1\}, \quad \mathcal{L}(n, M_1) = \{\lambda_i^{n,M_1} \in \Delta_{M_1}, i \in I^n_0\}.
\]
For \( \delta \in \{0, 1\} \) and \( i \in I^n_{1-\delta} \), by reordering the indexes in \( I_i^{n,M_\delta} \) in order to properly evaluate the summation below, we define the *generic outcome* based on (6) as
\[
\hat{Y}_{\delta i}(\lambda_i^{n,M_\delta}) = \sum_{j \in I_i^{n,M_\delta}} \lambda_{ij}^{n,M_\delta} Y_j.
\]

---

\(^1\)The cardinal of a finite set \( A \) will be denoted as \( \#A \). \( \| \cdot \| \) is the Euclidean norm in the corresponding space and \( 1_{\{\cdot\}} \) is the *indicator function*, that is, \( 1_{\{\cdot\}} = 1 \) if the argument is true and 0 otherwise.
It is important to note that weights (6) (and then the subsequent generic outcome (7)) may depend on individual characteristics. Also, the size and the number of them that are different from zero varies with \(i \in I^n\). The only condition we assume is that weights should belong to the Simplex of the corresponding space.

Based on standard definitions for matching estimators of the *average treatment effect* and *average treatment effect on the treated*, the *generic matching estimators* we define below are simply straightforward extension of them, based on generic weights (6). For our purposes, the only relevance of this concept is that the asymptotic properties we present in Section 3 are valid for this type of estimators, being the bi-level matching estimators a particular case. Certainly the literature has provided us several alternatives to define weighting schemes for matching estimators (see Imbens & Wooldridge (2009)) which are particular cases of the generic estimators.

**Definition 2.3. Generic matching estimator**

Based on (6) and (7), the “generic matching estimator for the average treatment effect” is defined by

\[
\hat{\tau}(\mathcal{L}(n, M_0), \mathcal{L}(n, M_1)) = \frac{1}{n} \left[ \sum_{i \in I_1^n} \left[ Y_i - \hat{Y}_{0i}(\lambda_i^{n,M_0}) \right] + \sum_{i \in I_0^n} \left[ \hat{Y}_{1i}(\lambda_i^{n,M_1}) - Y_i \right] \right],
\]

(8)

whereas the “generic matching estimator for the treatment effect on the treated” as

\[
\hat{\tau}_{tre}(\mathcal{L}(n, M_0)) = \frac{1}{n} \sum_{i \in I_1^n} \left[ Y_i - \hat{Y}_{0i}(\lambda_i^{n,M_0}) \right].
\]

(9)

**2.2 Bi-level matching estimators**

In what follows, we define a type of generic matching estimator, where the weighting scheme is endogenously determined from the solution of a bi-level optimization problem (BLOP). For that purpose, let us consider a sample of size \(n \in \mathbb{N}, n \geq 2\), of \(\Omega\), namely \(\Omega^n = \{(T_i, X_i, Y_i), i \in I^n\}\), and assume as given \(M_0, M_1 \in \mathbb{N}\) complying with (5). Since the bias of any generic treatment effect estimator depends on the distance among characteristics of an individual and his closest neighbors on the counterfactual set (see Appendix section), as a first attempt to define weights for our approach we consider a *solution* of the optimization problem \(\mathcal{P}_{i}^{n,M_1-T_i}, i \in I^n\), defined by\(^2\)

\[
\mathcal{P}_{i}^{n,M_1-T_i} : \min_{\lambda_i=(\lambda_{ij}) \in \Delta_{M_1-T_i}} \|X_i - \sum_{j \in I_i^{n,M_1-T_i}} \lambda_{ij}X_j\|^2.
\]

(10)

\(^2\)In the following, if necessary, we assume a reordering of the indexes belonging to \(\mathcal{I}_i^{n,M_\delta}\), \(\delta \in \{0,1\}\), in order to perform adequately the summation.
Problem (10) is the first level we are interested to solve. However, the solution set of this first level, denoted $\arg\min \left\{ P_{n,M_1-T_i}^i \right\}$, may contain-usually does-several points. In order to avoid an indetermination for the value of the estimator based on weights from the solution set of (10), we consider a refinement criterion in order to determine the weights to be employed in the bi-level matching estimator. Based on a continuity argument, for the second level problem we propose to seek for a solution point that complementarily minimizes the sum of a weighted distance between $X_i$ and $X_j$ participating in the convex combination (i.e., $X_j$, $j \in I_i^{n,M_1-T_i}$, for which $\lambda_{ij} > 0$ at the optimum). Formally, for $i \in I^n$ the BLOP is posed in the following form:

$$\min_{(\lambda_{ij}) \in \arg\min \left\{ P_{n,M_1-T_i}^i \right\}} \sum_{j \in I_i^{n,M_1-T_i}} \lambda_{ij} \|X_i - X_j\|.$$  \hfill (11)

Certainly introducing this optimization problem makes the complexity of any algorithm searching for a numerical solution of the BLOP increases in a combinatorial manner. However, we circumvent this difficulty by transforming the bi-level problem on a penalized and unrestricted optimization problem following Cominetti & San Martín (1994), and Cominetti (1999). For that purpose, for $i \in I^n$ and $\lambda = (\lambda_j) \in \mathbb{R}^{M_1-T_i}$, let us begin defining the auxiliary mappings $f_s : \mathbb{R}^{M_1-T_i} \rightarrow \mathbb{R}$, $s = 1, \ldots, M_1-T_i + 2$, such that

$$f_s(\lambda) = -\lambda_s, \ 1 \leq s \leq M_1-T_i, \ f_{iM_1-T_i+1}(\lambda) = -f_{iM_1-T_i+2}(\lambda) = \sum_{k=1}^{M_1-T_i} \lambda_k - 1.$$  \hfill (12)

Based on (12), it is easy to check that

$$\Delta_{M_1-T_i} = \{ \lambda \in \mathbb{R}^{M_1-T_i}, \ f_s(\lambda) \leq 0, \ s = 1, \ldots, M_1-T_i + 2 \}.$$  

In order to internalize the fact that optimal weights solving the BLOP should belong to the Simplex, for $r > 0$ and $i \in I^n$, consider the following exponential penalty function

$$\psi_i : \mathbb{R}^+ \times \mathbb{R}^{M_1-T_i} \rightarrow \mathbb{R} \mid \psi_i(r, \lambda) = \sum_{s=1}^{M_1-T_i+2} \exp \left( \frac{f_s(\lambda)}{r} \right).$$  \hfill (13)

Given that, the next unrestricted penalized optimization problem, namely $P_{n,M_1-T_i}^i(r)$, is a key ingredient for empirical implementation

$$\min_{\lambda_i=(\lambda_{ij}) \in \mathbb{R}^{M_1-T_i}} \|X_i - \sum_{j \in I_i^{n,M_1-T_i}} \lambda_{ij}X_j\|^2 + \sqrt{r} \sum_{j \in I_i^{n,M_1-T_i}} \lambda_{ij} \|X_i - X_j\| + r \psi_i(r, \lambda_i).$$  \hfill (14)
For a correct definition of problem (14) the disclaimer regarding the reordering of indexes of $\mathcal{I}_i^{n,M_1-T_i}$ applies. Problem $P_i^{n,M_1-T_i}(r)$ is a hierarchical nested version of the BLOP we are interested to solve (see Cominetti (1999)).

**Proposition 2.1.** For $i \in I^n$ and $r > 0$, problem $P_i^{n,M_1-T_i}(r)$ admits a unique solution that converges to a point belonging to $\arg\min[P_i^{n,M_1-T_i}]$ when $r$ approaches $0^+$. Furthermore, this limit point solves the BLOP ((11)).

**Proof.** From well known convexity properties, for each $r > 0$ it holds that $P_i^{n,M_1-T_i}(r)$ admits a unique solution, namely $\lambda_i^{n,M_1-T_i}(r) \in \mathbb{R}^{M_1-T_i}$. From Theorems 3.3 – 3.4 in Cominetti (1999), it holds that $\lambda_i^{n,M_1-T_i}(r)$ converges when $r$ goes to $0^+$, complying with

$$\lambda_i^{n,M_1-T_i} = \lim_{r \to 0^+} \lambda_i^{n,M_1-T_i}(r) \in \arg\min[P_i^{n,M_1-T_i}] \subseteq \Delta_{M_1-T_i}.$$

Finally, the fact that $\lambda_i^{n,M_1-T_i} \in \Delta_{M_1-T_i}$ solves the bi-level problem (i.e., along with (15), minimizes the middle term in (14)) comes directly from Theorem 5.2 in Cominetti (1999). \qed

Setting

$$\mathcal{L}^*(n, M_0) = \{\lambda_i^{n,M_0} \in \Delta_{M_0}, i \in I^n_1\}, \quad \mathcal{L}^*(n, M_1) = \{\lambda_i^{n,M_1} \in \Delta_{M_1}, i \in I^n_0\},$$

definition below comes directly from Definition 2.3.

**Definition 2.4. Bi-level matching estimators**

Given $\Omega^n = \{(T_i, X_i, Y_i), i \in I^n\}$ a sample of size $n \in \mathbb{N}$, $n \geq 2$, of $\Omega$, and $M_0$, $M_1$ complying with (5), the “bi-level matching estimator” for the average treatment effect and for the average treatment effect on the treated are respectively defined as

$$\hat{\tau}^*(n, M_0, M_1) \equiv \hat{\tau}(\mathcal{L}^*(n, M_0), \mathcal{L}^*(n, M_1))$$

$$\hat{\tau}_{tre}^*(n, M_0) \equiv \hat{\tau}_{tre}(\mathcal{L}^*(n, M_0))$$

For numerical estimation of $\hat{\tau}^*(n, M_0, M_1)$ and $\hat{\tau}_{tre}^*(n, M_0)$ based on a certain sample it is necessary to solve problem (14) for each individual $i \in I^n$, which will undoubtedly add complexity to the method we propose compared, for instance, with the “simple nearest neighbor estimator” analyzed by Abadie & Imbens (2006). Moreover, since the exponential penalty term in (14) is “out of range” for $r$ close enough to zero, we have that the standard methods of optimization do not necessarily apply for determining the limit solution of our problem. In spite of this, based on Cominetti & Dussault (1994) we can efficiently implement a numerical algorithm for evaluating the limit solution of problem (14), which attains super-linear convergence when the penalty parameter approaches to zero.
In section 4 we implement numerical exercises where we compare its performance in terms of bias, standard deviation, and mean square error with those from the simple nearest neighbor estimator. For this purpose, we solve the BLOP employing to whole sample, thus avoiding the choice of the number of nearest neighbors to be employed for the estimation; they will be determined endogenously as part of the solution of the optimization problem. Indeed, they are those for which the optimal weights from the BLOP are strictly positive.

3 Limit properties of generic matching estimators

In this section we study the asymptotic properties of generic treatment effect estimators from Definition 2.3, which consequently will be valid for bi-level matching estimators.

Assumption 4. For each $\delta \in \{0, 1\}$, both $\mu(\cdot, \delta)$ and $\sigma^2(\cdot, \delta)$ are Lipschitz on $X$.

Assumption 5. For each $\delta \in \{0, 1\}$, the fourth-moment of $Y_\delta$ are uniformly bounded on $X$, and $\sigma^2(\cdot, \cdot)$ is bounded away from zero.

Assumption 6. $\{\Omega^n\}_{n \in \mathbb{N}}$ are independent draws from the distribution of $(T, X, Y)$.

Given $M_0$ and $M_1$ satisfying (5), for any weighting scheme (6) we denote the normalized conditional variance, the variance of the conditional mean and the conditional bias of the generic matching estimator for the average treatment effect (8) as, respectively,

$$V^n = n \cdot \mathbb{V}[\tilde{\tau}(\mathcal{L}(n, M_0), \mathcal{L}(n, M_1)) \mid \Omega^n_Y], \quad V = \mathbb{E}[(\mu_1(X) - \mu_0(X) - \tau)^2],$$

$$B^n = \frac{1}{n} \left[ \sum_{i \in I^n} \sum_{j \in I^n_{i, M_1 - T_i}} \lambda^{n, M_1 - T_i}_{ij} \cdot [2T_i - 1] \cdot [\mu_1 - T_i(Y_i) - \mu_1 - T_i(Y_j)] \right]$$ \quad (19)

Proposition below is a straightforward extension of Theorems 3 and 4 in Abadie & Imbens (2006), where they assume fixed weights. The proof is given in the Appendix section. It is easy to show that, restricting the variance and bias to the treated sub-sample, results below hold.

**Proposition 3.1.** Under Assumptions 1, 2, 3, 4 and 6 we have that\textsuperscript{3}

$$\tilde{\tau}(\mathcal{L}(n, M_0), \mathcal{L}(n, M_1)) \overset{P}{\to} \tau.$$

Furthermore, if additionally Assumption 5 is satisfied, then

\textsuperscript{3}In the following, for a sequence of random variables, convergence in probability will be noted by means of $\overset{P}{\to}$, whereas convergence in distribution by $\overset{D}{\to}$.
\[
\frac{\sqrt{n} \cdot [\tilde{\tau}(\mathcal{L}(n, M_0), \mathcal{L}(n, M_1)) - \tau - B^n]}{\sqrt{\hat{V} + V}} \overset{\text{P}}{\to} \mathcal{N}(0, 1).
\]

4 Finite sample properties of the bi-level matching estimators

In this section we implement Monte Carlo simulations to evaluate the small sample properties of the bi-level matching estimator for the average treatment effect on the treated (18). We compare its performance in terms of bias, standard deviation and mean square error to the simple nearest-neighbor treatment effect on the treated estimator studied by Abadie & Imbens (2006). The latter will be noted as \( NN \) estimator.

For the data generating process we follow Frölich (2004) and Busso et al. (2009). Thus, considering a sample of size \( n \in \mathbb{N} \), for each \( i \in I = \{1, \ldots, n\} \) we define \( \theta_i \) as a latent variable given by

\[
\theta_i = \nu + \kappa \cdot \xi_i - u_i \in \mathbb{R},
\]

where \( \xi_i \sim \mathcal{N}(0, 1) \), \( u_i \) is distributed standard Cauchy and \( \nu, \kappa \) defining the control-treated ratio, i.e., the values of \( n_0, n_1 \). The observed treatment indicator is given by

\[
T_i = \mathbb{I}_{\{\theta_i > 0\}} \in \{0, 1\},
\]

and the outcome variable \( Y_i \in \mathbb{R}, \ i \in I \), is generated according to

\[
Y_i = \beta \cdot T_i + m(X_i) + \epsilon_i \in \mathbb{R},
\]

where \( X_i = (x_{ij}) \in \mathbb{R}^k \) is a vector of characteristics such that \( x_{ij} \sim \mathcal{N}(0, 1), \ j = 1, \ldots, k \) and \( \epsilon_i \sim \mathcal{N}(0, 0.1) \). This last assumption implies homoscedasticity. Regarding \( m : \mathbb{R}^k \to \mathbb{R} \) we evaluate for the following expressions

- **Linear** : \( m(X_i) = \sum_{j=1}^{k} x_{ij} \)
- **Quadratic** : \( m(X_i) = \sum_{j=1}^{k} x_{ij} + \sum_{j=1}^{k} x_{ij}^2 \)

Note that we are considering constant characteristic-specific treatment effects. This means that the individual treatment effect does not depend on the characteristics, implying that both the average treatment effect and the average treatment effect on the treated should be equal to \( \beta \). For the exercise we report later on, we assume \( \beta = 5 \). Finally, we assume that \( \xi_i = x_{i1} \).

From Abadie & Imbens (2008) we already know that standard resampling techniques fail to provide reliable estimators of the variance for the bi-level matching estimator for the average treatment effect on the treated. In order to treat this problem, we implement the resampling schemes developed by de Luna, Johansson & Sjöstedt-de Luna (2010), who show that a (circular) block bootstrap of estimated individual causal effects (EICE in their
notation) ordered respect to the matching covariates, overcomes the common difficulty of resampling under autocorrelated individual treatment effects. In this report the estimator of the variance is computed with a circular block bootstrap of size 10.

For the experiment we consider $n = 100$ and a control-treated ratio $1 : 1$, i.e, $n_0 = n_1 = 50$, and for the bi-level matching estimator for the average treatment effect on the treated we assume $M_0 = n_0$. The evaluation of the NN estimator considers diverse scenarios according with the number of nearest neighbors employed, ranging from $M = 1$ to $M = 16$.

The exercise is replicated for different numbers of characteristics, evaluating for $k = 1$, $k = 5$ and $k = 10$.

For the numerical solution of problem (14), we consider a stopping rule of $r = 10^{-7}$, which yields an adequate (indeed, a generous) level of precision for the results.

Simulations are based on 1,000 replications, and for each one we consider 10,000 bootstrap replications for determining the variance of the estimator. For each estimator, based on the results from the replications we report the bias (BIAS), the standard deviation (SD) and the mean-squared-error (MSE). The results are summarized in Table 1 below.

**Table 1: Simulation results for the bi-level and NN estimator of the treatment effect on the treated. $n = 100$ and treated:control=1:1. All characteristics are distributed $\sim N(0,1)$. Stopping criterion: $r = 10^{-7}$**

<table>
<thead>
<tr>
<th>Length of vector</th>
<th>Estimator</th>
<th>$m(X)$ is Linear</th>
<th>$m(X)$ is Quadratic</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>BIAS</td>
<td>SD</td>
</tr>
<tr>
<td>$k = 1$</td>
<td>Bi-level $\hat{\tau}_{\text{tre}}(100, 50)$</td>
<td></td>
<td>0.042</td>
</tr>
<tr>
<td></td>
<td>$NN$ with $M=1$</td>
<td>0.039</td>
<td>0.042</td>
</tr>
<tr>
<td></td>
<td>$NN$ with $M=2$</td>
<td>0.056</td>
<td>0.047</td>
</tr>
<tr>
<td></td>
<td>$NN$ with $M=4$</td>
<td>0.090</td>
<td>0.062</td>
</tr>
<tr>
<td></td>
<td>$NN$ with $M=6$</td>
<td>0.122</td>
<td>0.076</td>
</tr>
<tr>
<td></td>
<td>$NN$ with $M=8$</td>
<td>0.153</td>
<td>0.089</td>
</tr>
<tr>
<td></td>
<td>$NN$ with $M=16$</td>
<td>0.265</td>
<td>0.131</td>
</tr>
<tr>
<td>$k = 5$</td>
<td>Bi-level $\hat{\tau}_{\text{tre}}(100, 50)$</td>
<td></td>
<td>0.234</td>
</tr>
<tr>
<td></td>
<td>$NN$ with $M=1$</td>
<td>0.264</td>
<td>0.199</td>
</tr>
<tr>
<td></td>
<td>$NN$ with $M=2$</td>
<td>0.302</td>
<td>0.187</td>
</tr>
<tr>
<td></td>
<td>$NN$ with $M=4$</td>
<td>0.351</td>
<td>0.194</td>
</tr>
<tr>
<td></td>
<td>$NN$ with $M=6$</td>
<td>0.386</td>
<td>0.204</td>
</tr>
<tr>
<td></td>
<td>$NN$ with $M=8$</td>
<td>0.416</td>
<td>0.215</td>
</tr>
<tr>
<td></td>
<td>$NN$ with $M=16$</td>
<td>0.499</td>
<td>0.251</td>
</tr>
<tr>
<td>$k = 10$</td>
<td>Bi-level $\hat{\tau}_{\text{tre}}(100, 50)$</td>
<td></td>
<td>0.356</td>
</tr>
<tr>
<td></td>
<td>$NN$ with $M=1$</td>
<td>0.364</td>
<td>0.349</td>
</tr>
<tr>
<td></td>
<td>$NN$ with $M=2$</td>
<td>0.397</td>
<td>0.317</td>
</tr>
<tr>
<td></td>
<td>$NN$ with $M=4$</td>
<td>0.448</td>
<td>0.306</td>
</tr>
<tr>
<td></td>
<td>$NN$ with $M=6$</td>
<td>0.481</td>
<td>0.311</td>
</tr>
<tr>
<td></td>
<td>$NN$ with $M=8$</td>
<td>0.499</td>
<td>0.319</td>
</tr>
<tr>
<td></td>
<td>$NN$ with $M=16$</td>
<td>0.558</td>
<td>0.345</td>
</tr>
</tbody>
</table>

From the resulting values of the experiments regarding BIAS, SD and MSE we have that
the bi-level matching estimator for the average treatment effect on the treated outperforms the NN estimator in practically all designs, except for the linear case with $k = 1$ and $M = 1$, where all the indicators are practically the same for both estimators. Additionally, we note that independently of the number of characteristics, the gain in all indicators increases significantly as the number of used neighbors, $M$, increases. This gain is more significant for the quadratic than for the linear representation. Finally, the methodology we propose uses, in average, a number of neighbors no greater than the length of the vector of the characteristics plus one, that is, $k + 1$. As shown in Table 2, based on the simulations results for $k = 1$ our method will not use more than two individuals to build the optimal convex combination (indeed, it uses 1.9 units on average). This fact is consistent with the well known Caratheodory’s Theorem (see Rockafellar (1972)), since the number of vectors of any solution of problem $\mathcal{P}_n^\alpha$ in (10) should be, at most, $k + 1$.

Table 2: Average of the number of individuals used by the bi-level matching estimator for the average treatment effect on the treated according with the value of the optimal weight $\lambda$.

<table>
<thead>
<tr>
<th>$k$</th>
<th>$\lambda &gt; 10^{-5}$</th>
<th>$\lambda &gt; 10^{-2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.9</td>
<td>1.9</td>
</tr>
<tr>
<td>5</td>
<td>4.5</td>
<td>4.3</td>
</tr>
<tr>
<td>10</td>
<td>6.2</td>
<td>5.9</td>
</tr>
</tbody>
</table>

5 Conclusions

In this paper we propose a matching estimator in which the weighting scheme comes from the solution of the bi-level optimization problem (BLOP). This is an interesting feature from the applied work since, as Imbens and Woolridge (2009) points out, “little is known about the optimal number of matches, or about data-dependent ways of choosing it”.

We provide a data-dependent way of choosing the number of matches and the weights of each match. These weights can be characterized as the limit of the solution of the penalized unrestricted optimization problem when the penalty parameter, $r$, approaches zero. By means of the weighting scheme arising from the BLOP, we define the bi-level matching estimator for the average treatment effect and for the treatment effect on the treated.

We perform Monte Carlo simulations in order to evaluate its performance in finite samples. We find that, for different scenarios used in the literature, the bi-level matching estimator for the treatment effect on the treated outperforms the corresponding simple matching estimator in terms of bias, standard deviation and mean square error.

Finally, we would like to mention that for this last exercise, the BLOP is solved considering the whole sample, thus avoiding the ex-ante choice of the number of nearest neighbors and weighting scheme. This advantage applies consequently for practical aspects regarding the estimation with real data.
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Appendix: proof of Proposition 3.1

The proof of Proposition 3.1 is based on Abadie & Imbens (2006) modifying and/or generalizing their arguments to get our results. We introduce some lemmata and auxiliary concepts which help us to simplify the expressions.

In the following, given \( \Omega^n = \{(T_i, X_i, Y_i), i \in I^n\} \) a sample of size \( n \in \mathbb{N}, n \geq 2 \), of \( \Omega \), denote \( \Omega^n_Y = \{(T_i, X_i), i \in I^n\} \), and for fix \( M_0, M_1 \) complying with (5), from any generic weights \( \mathcal{L}(n, M_0) = \{\lambda_i^{n,M_0} \in \Delta_{M_0}, i \in I^n_0\}, \mathcal{L}(n, M_1) = \{\lambda_i^{n,M_1} \in \Delta_{M_1}, i \in I^n_1\} \), define

\[
c^n_i = \{\lambda^{n,M_{T_i}}_{ji}, j \in I^n_{1-T_i}\},
\]

that is, the set of weights for which individual \( i \in I^n \) is used as one of the \( M_{1-T_i} \) nearest neighbors of any other individual on his counterfactual set. Note that \( c^n_i \) could be an empty set. Finally let us define

\[
C^n_i = \begin{cases} 
0 & \text{if } c^n_i = \emptyset, \\
\sum_{j \in I^n_{1-T_i}} \lambda^{n,M_{T_i}}_{ji} & \text{if } c^n_i \neq \emptyset.
\end{cases}
\]

Lemma 5.1. Under Assumptions 1, 2, 3 and 6, we have that \( C^n_i = O_p(1) \) and for each \( \alpha > 0 \), \( \mathbb{E}[(C^n_i)^\alpha] \) is uniformly bounded in \( n \in \mathbb{N} \).

Proof. Let \( K^n_i \) be the times that individual \( i \in I^n \) is used as one of the \( M_{T_i} \) nearest neighbors for some individual in his counterfactual set. By definition, note that \( C^n_i \leq K^n_i \), which implies that for each \( \alpha > 0 \), \( \mathbb{E}[(C^n_i)^\alpha] \leq \mathbb{E}[(K^n_i)^\alpha] \). From Lemma 3 in Abadie & Imbens (2006) we already know that \( \mathbb{E}[(K^n_i)^\alpha] \) is uniformly bounded in \( n \in \mathbb{N} \), which allows us to end the proof. \( \square \)

Denoting \( \hat{\tau} = \hat{\tau}(\mathcal{L}(n, M_0), \mathcal{L}(n, M_1)) \) and following Abadie & Imbens (2006) we can readily show that

\[
\hat{\tau} - \tau = A + E + B, \tag{20}
\]

where

\[
A = \frac{1}{n} \sum_{i \in I^n} (\mu_1(X_i) - \mu_0(X_i)) - \tau, \tag{21}
\]

\[
E = \frac{1}{n} \sum_{i \in I^n} (2T_i - 1)(1 + C^n_i)\epsilon_i, \tag{22}
\]

with \( \epsilon_i = Y_i - \mu_{T_i}(X_i) \) and \( B = B^n \) from (19).
Lemma 5.2. Under Assumptions 1, 2, 3, 4 and 6, follows that $B = O_p(n^{-1/k})$.

Proof. Consider a sample $\Omega^n$, $n \in \mathbb{N}$, $i \in I^n$ and $j \in I_i^{n,M_1-T_i}$. Under Assumption 1, from Lemma 2 in Abadie & Imbens (2006) holds for each $\alpha > 0$,

$$E \left[ n_{1-T_i}^{\alpha/k} \cdot \|X_i - X_j\|^\alpha \right]$$

is uniformly bounded in $n_{1-T_i}$ (constant $\gamma > 0$, which applies for both, $n_0$ and $n_1$). On the other hand, from Assumption 4, there exists $L > 0$ (maximum of respective Lipschitz constants) such that

$$\|\mu_1(X_i) - \mu_1(X_j)\| \leq L \|X_i - X_j\|, \quad \|\mu_0(X_i) - \mu_0(X_j)\| \leq L \|X_i - X_j\|. \quad (23)$$

Denoting $B_{ij} = T_i \left[ \mu_0(X_i) - \mu_0(X_j) \right] - (1 - T_i) \left[ \mu_1(X_i) - \mu_1(X_j) \right]$, from (19) follows directly

$$E \left[ n^{2/k} B^2 \right] = n^{2/k-2} E \left[ \left( \sum_{i \in I^n} \sum_{j \in I_i^{n,M_1-T_i}} \lambda_{ij}^n B_{ij} \right)^2 \right],$$

and then, applying Cauchy-Schwarz inequality and considering that

$$\sum_{j \in I_i^{n,M_1-T_i}} (\lambda_{ij}^n)^2 \leq 1,$$ we can readily obtain the inequality below

$$E \left[ n^{2/k} B^2 \right] \leq n^{2/k-1} \sum_{i \in I^n} E \left[ \sum_{j \in I_i^{n,M_1-T_i}} B_{ij}^2 \right].$$

Thus, expanding terms from last inequality and considering (23), we have that

$$E \left[ n^{2/k} B^2 \right] \leq L^2 n^{2/k-1} E \left[ \frac{1}{n_0^{2/k}} \sum_{i \in I_i^n} \sum_{j \in I_i^{n,M_0}} E \left[ n_0^{2/k} \|X_i - X_j\|^2 \{|T_i\}_{i=1}^n, X_i \} \right] \right] + L^2 n^{2/k-1} \cdot E \left[ \frac{1}{n_1^{2/k}} \sum_{i \in I_i^n} \sum_{j \in I_i^{n,M_1}} E \left[ n_1^{2/k} \|X_i - X_j\|^2 \{|T_i\}_{i=1}^n, X_i \} \right] \right]$$
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which leads us to conclude

\[
\mathbb{E}[n^{2/k} B^2] \leq L_2 M_0 \cdot \mathbb{E} \left[ \left( \frac{n}{n_0} \right)^{2/k} \frac{n_1}{n} \right] + L_2 M_1 \cdot \mathbb{E} \left[ \left( \frac{n}{n_0} \right)^{2/k} \frac{n_0}{n} \right],
\]

with \( L_2 = \gamma \cdot L^2 \). Thus, from the well known Chernoff’s and Markov’s inequalities we end the proof.

\[\square\]

**Lemma 5.3.** Under Assumptions 1, 2, 3 and 6,

\[
\mathbb{E} \left[ n V[\hat{\tau} | \Omega^Y_n] \right] = O(1).
\]

**Proof.** From a direct calculation, we have that

\[
\mathbb{E}[n V[\hat{\tau} | \Omega^Y_n]] = \frac{1}{n} \sum_{i \in I} \mathbb{E} \left[ (1 + C^n_i)^2 \sigma^2(X_i, T_i) \right] = \mathbb{E} \left[ (1 + C^n_i)^2 \sigma^2(x, t) \right].
\]

From assumptions and properties of continuous mapping on compact sets, we have that there exists \( \sigma \) such that \( \sigma(x, \delta) \leq \sigma \) for all \( (x, \delta) \in X \times \{0, 1\} \), which implies that

\[
\mathbb{E}[n V[\hat{\tau} | \Omega^Y_n]] \leq \sigma^2 \mathbb{E}[(1 + C^n_i)^2].
\]

Finally, from Lemma 5.1 we know that \( \mathbb{E}[(1 + C^n_i)^2] \) is uniformly bounded in \( n \in \mathbb{N} \), from which we conclude the proof. \[\square\]

**Proof. Proof of Proposition 3.1**

From the *standard law of large numbers* follows immediately that

\[
\left[ \frac{1}{n} \left( \sum_{i \in I^n} (\mu_1(X_i) - \mu_0(X_i)) \right) - \tau \right] \xrightarrow{p} 0,
\]

which along with Lemma 5.2 allows us to conclude

\[
B = O_p(n^{1/k}) = o_p(1).
\]

On the other hand, since

\[
\mathbb{E}[n E^2] = \frac{1}{n} \sum_{i \in I^n} \mathbb{E} \left[ (1 + C^n_i)^2 \epsilon_i^2 \right] = \mathbb{E} \left[ (1 + C^n_i)^2 \sigma^2(X_i, T_i) \right],
\]

employing Lemma 5.1 we have that \( \mathbb{E}[n E^2] = O(1) \), and then, from well known Markov’s inequality,

\[
E = O_p(n^{1/2}) = o_p(1).
\]
From (24) and (25) the proof of consistency is done.

In order to show the normality property, from Lemma 5.3 follows that \( V^n, \ n \in \mathbb{N}, \) is bounded, and from Assumptions 1 and 4, it is so for \( V. \) On the other hand, from (20) we have

\[
\sqrt{n} (\hat{\tau} - \tau - B) = \sqrt{n} (A) + \sqrt{n} (E),
\]

and then, from the Standard Central Limit Theorem we can conclude

\[
\sqrt{n} A \xrightarrow{D} \mathcal{N}(0, V).
\] (26)

Finally, from the Linderberg-Feller Central Limit Theorem and Lemma 5.1 above, following the same argumentation provided by Abadie & Imbens (2006) to show their Theorem 4, we can deduce

\[
\frac{\sqrt{n} \ E}{\sqrt{V^n}} \xrightarrow{D} \mathcal{N}(0, 1).
\] (27)

We remark that the Linderberg-Feller Central Limit Theorem is valid conditional on \( \Omega^n_Y, \) which is relevant for our case. Finally, considering that estimators in (26) and (27) are asymptotically independent, we end the proof.