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ABSTRACT: The goal of this paper is the estimation of the effect of accidents on traffic congestion and vice versa. In order to do this, I use “big data” of highway traffic and accidents in England for the period 2007-2013. The data exhibit some remarkably stable cyclical pattern of highway traffic which is used as a research setting that enables the identification of the causal effect of accidents on traffic congestion and vice versa. The estimation draws on panel data methods that have previously been used to analyse the behaviour of electricity day-ahead market prices. A positive relationship between traffic congestion and road accidents would yield multiplicative benefits for policies that aim at reducing either of them. In addition, this is one of the few studies that makes use of the increasing volume of big datasets, which are publicly available from governments and local authorities.
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1 Introduction.

Traffic congestion and road accidents are considered the most important sources of external costs related to car travel (Shefer and Rietveld, 1997). Traffic congestion is an omnipresent phenomenon during rush hour in densely-populated regions (see, for example, Arnott and Small, 1994; Downs, 2004). Congestion is an important problem for road transport and a main challenge for transport policy at all levels. Congestion costs Europe about 1% of Gross Domestic Product (GDP) every year (European Commission, 2011) and its mitigation is the main priority for most infrastructure, traffic management and road charging measures.

Congestion typically occurs at times of high travel demand or as a consequence of accidents or other non-recurring incidents that temporarily reduce a road’s capacity. Non-recurrent congestion on highways is mostly caused by road accidents and other types of incidents (e.g., object on road, car breakdown) (Adler et al., 2013). This type of congestion constitutes roughly one-quarter of highway congestion (Snelder et. al, 2013). In addition, close to 50,000 people lost their lives and millions were injured as a result of road accidents in Europe in 2002. The total annual costs for society on the basis of the valuation of accidents presented in the COWI (2006) report was estimated at 229 billion per year.

The goal of this paper is to estimate the causal effect of accidents on traffic congestion and vice versa. If a positive relationship between the two is identified, policies that aim at reducing either of the two issues will have multiplicative benefits. The COWI (2006) report, which conducted Economic Cost-Benefit analysis for the DG-TREN of the European Commission, ignored such benefits in its assessment of the 21 vehicle safety technologies that the European Commission promoted in order to reduce the number of road fatalities by 50% in 2010\(^1\). The estimation of the causal effects of highway congestion on highway accidents is thus considered an important topic which has partly been neglected by the policy-makers until now.

Nevertheless, estimating the effect of highway accidents on highway congestion is not straightforward. Road accidents typically occur in high congestion times. At the same time, accidents cause traffic congestion. In addition, both congestion and accidents are affected by several other observable and unobservable factors (e.g. road quality and road conditions). Therefore, the identification of a causal relationship between road congestion and road accidents, or between road accidents and road congestion is particularly cumbersome.

While the literature on the effect of traffic congestion on road accidents dates back to the ‘70s (Vickrey, 1968, 1969; Jones-Lee, 1990; Newbery, 1987, 1988; Vitaliano and Held, 1991; Jansson, 1994; Shefer and Rietveld, 1997; Dickerson et al., 2000; Golob and Recker, 2003; Noland and Quddus, 2005; Quddus et al., 2010), limited attention has been paid on the inverse relationship. In addition, as a large part of this literature is relatively old, new data sources and modern identification techniques have not been employed in this area yet. The existing literature has mentioned some endogeneity concerns, but these issues have not always been addressed adequately.

\(^1\)EC objective documented in the White Paper (European Commission, 2001).
This research will estimate the effect of an accident’s occurrence on the observed average\textsuperscript{2} speeds using the observed patterns of traffic flows in England’s highways in the period 2007-2013\textsuperscript{3}. The combination of these periodic patterns, together with panel data methods that have previously been used to analyse electricity day-ahead market prices (Huisman et al., 2007), provide the framework for such an estimation with a causal interpretation. For the inverse causal relationship, I will use dynamic panel techniques and GMM. Finally, this is one of the few studies that uses a small portion of this increasing volume of big datasets which becomes available from governments and local authorities worldwide. This can be regarded as an important contribution to the economics literature in general since until now, economists have been reluctant to use ”big data” in academic research (Varian, 2014).

2 Data

This paper uses very detailed data on highway traffic and accidents for England that are publicly available from data.gov.uk. These data have never been used before in an academic paper based on my knowledge. Sometimes, it is the size of such big datasets that is considered an issue but in most of the cases it is the detail of their information that is regarded as superfluous. However, the volume of information in the highway traffic dataset reveals some interesting patterns that allow the identification of the causal effect of highway accidents on traffic speeds and vice versa.

The Highways Agency network journey time and traffic flow data series provide average journey time, speed and traffic flow information\textsuperscript{4} for 15-minute periods since April 2009 to September 2014 on all motorways and ‘A’ roads managed by the Highways Agency, known as the Strategic Road Network, in England. Journey times\textsuperscript{5} and speeds are estimated using a combination of sources, including Automatic Number Plate Recognition (ANPR) cameras, in-vehicle Global Positioning Systems (GPS) and inductive loops built into the road surface.

The accidents dataset provides detailed information about the circumstances of personal injury road accidents in Great Britain from 2005 onwards, the types of vehicles involved and the consequential casualties. The statistics relate only to personal injury accidents on public roads that are reported to the police, and subsequently recorded, using the STATS19 accident reporting form. Information on damage-only accidents, with no human casualties or accidents on private roads or car parks are not included in this data. The data include geographical coordinates and exact time (rounded up to the minute level) of the accident occurrence. Using highly detailed GIS maps of the Ordance Survey (OS VectorMap\textsuperscript{TM} District), I was able to identify the side of each two-way highway that each accident occurred. Using the level of detail of these two datasets, I have matched the information of the two datasets for the whole highway network of England.

Figure 1 displays the mean traffic flow for different times of day for the Leeds area. The traffic

\textsuperscript{2}Over a 15-minute period.
\textsuperscript{3}In this extended abstract version, the data that have been used only include the Leeds area for 2013.
\textsuperscript{4}An average of the observed flow for the link, time period and day type.
\textsuperscript{5}Please note that journey times are derived from real vehicle observations and imputed using adjacent time periods or the same time period on different days.
flow and average speed data exhibit a remarkably stable periodic pattern, which is repeated every week. These cycles of the traffic flow indicate that out of all the factors that may predict highway traffic, the time of the day and the day of the week are the two most important ones. Using the explanatory power of these two variables, I can observe the "business-as-usual" traffic flow and average speed for a given time period which is roughly unchanged for the whole month or even for the whole year if nothing unexpected happens.

Figure 1: Mean flow for Leeds area highways.

3 Methodology

As in hourly electricity prices in day-ahead markets, traffic flows and average speeds exhibit specific characteristics such as mean-reversion, seasonality and spikes. However, in contrast with electricity markets, traffic flows do not have such a complex time-varying volatility structure. On the contrary, the stable weekly cycles of the traffic flows are those that enable me to estimate the causal effect of highway accidents on average speeds and traffic flows. Nonetheless, this particular characteristic shows that a forecasting model of traffic flows “cannot treat time as one-dimensional”. Time-series models assume that the information set is updated by moving from one observation to the next in time. However, due to the nature of the road travel demand, we adopt the framework proposed by Huissman et al. (2007), which, in this context, treats the 96 time periods of the day (of
15 minutes each) as 96 cross-sectional units that vary from day to day and from highway segment to highway segment.

If an accident happens, we expect that this stable day and time-specific pattern of traffic flow will be disrupted. By being able to observe an almost "perfect counterfactual" of accident absence, the estimation of an accident incidence on traffic flow and average speeds will have a causal interpretation. In figure 2, I chose 3 examples of different times of the day for different highway segments in order to show how the average speed that is observed every week on the same day of the week at the same time is virtually the same for the whole year. In addition, it can be observed that the average speed drops significantly only during the day and the time that the accident happens.

![Figure 2: Examples of average speed recurrent stability.](image)

This stability of the average speed holds for most parts of each day. However, during nighttime and during weekends, this stability is more volatile. This can be explained by the nature of the demand for car travel. Car travel demand is inelastic during the "office hours" of the weekdays (mainly for commuting reasons). This makes the traffic flows, and consequently the average speeds particularly stable during these hours. On the other hand, the last graph of figure 2 shows the average speed during night time (1 a.m.). Even though the average speeds are less stable during this time, we can still observe a lot of stability and a notable decrease of the average speed at
the date of the accident.

Until this point, I have highlighted the persistence of traffic at each particular time of every day of the week. Even if this is true, it should also be mentioned that as most time series processes, traffic flows and speeds at each time of the day also depend on the traffic of the preceding time period (see figure 3). Especially when it comes to highway traffic, one can think of traffic flow dynamics as described by a bottleneck model (for more details, see Small and Verhoef, (2007)). Such a model makes clear why prior traffic matters. This is why ultimately in the simple forecasting model used in this paper, I use both the lagged time period average speed and the average speed during the last week at the same time period.

Figure 3: Examples of average speed’s over time variation.

3.1 A simple model

A simple toy model of what will be estimated in this work is presented in the following equation.

\[
\ln(speed_{i,d,t}) = \alpha_0 + \alpha_1 \ln(speed_{i,d,t-1}) + \alpha_2 \ln(speed_{i,d-7,t}) + \alpha_3 \text{accident}_{i,d,t} + \eta^i + \eta^i \ast \eta^{\text{day}} + \eta^d + \epsilon_{i,d,t}
\]

where \( \ln(speed_{i,d,t}) \) is the logarithm of the average speed in the highway segment \( i \), on the date \( d \) and during the 15-minute period \( t \). The logarithms of the lagged average speed vari-
ables for the previous time period \((\ln(speed_{i,d,t-1}))\) and for the same time period one week before \((\ln(speed_{i,d-7,t}))\) are the main “predictive variables”. The dummy variable \(\text{accident}_{i,d,t}\) takes the value 1 only when an accident has occurred at the highway segment \(i\) on the date \(d\) and during the 15-minute period \(t\) and it is 0 elsewhere. This is the main variable of interest and its coefficient \(\alpha_3\) captures the marginal effect of the accident occurrence on average speeds. Finally, \(\eta_i^t, \eta_i^{day}\) are highway segment, time period, day of the week and date fixed effects, respectively. The time period and day of the week dummies are interacted in order to control for the day-of-the-week specific time-period trend. Using these fixed effects, I control for observable and unobservable factors that do not change for the same highway segment over time (e.g. road width, quality, security), for variables that do not change over the same time of each weekday (e.g. rush hours, weekends) and for variables that are date specific (e.g. weather, holidays).

An example of an OLS estimation output of such a model is presented in table 1. Table 1 shows that both time period and week lags are highly significant and positive. These two variables are crucial in explaining average speed. The coefficient of the accident dummy implies that the occurrence of an additional accident caused a 12.1% decrease in average highway speeds. However, this is just an example of a result which should be interpreted with caution.

<table>
<thead>
<tr>
<th>Dependent variable: (\ln(speed_{i,d,t}))</th>
<th>(\ln(speed_{i,d,t-1}))</th>
<th>0.718$^a$</th>
<th>(0.009)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\ln(speed_{i,d,t-7}))</td>
<td>0.132$^a$</td>
<td>(0.009)</td>
<td></td>
</tr>
<tr>
<td>accident(i,d,t)</td>
<td>-0.121$^a$</td>
<td>(0.009)</td>
<td></td>
</tr>
<tr>
<td>Highway segment FE</td>
<td>Y</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Time period of each weekday FE</td>
<td>Y</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Date FE</td>
<td>Y</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Observations</td>
<td>1,496,440</td>
<td></td>
<td></td>
</tr>
<tr>
<td>R-squared</td>
<td>0.78</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Notes: Standard errors clustered by time period are in parentheses. $^a, ^b, \text{and} \ ^c$ indicates statistical significance at 1, 5, and 10 percent level, respectively.

### 4 Work in progress

Apparently, the model presented and estimated above might suffer from (downward) bias because of the introduction of the lagged variables. I presented this naive estimation because of time and computational power constraints of a standard commercial software package (Stata). This abstract used a sample of the data only covering the Leeds area and for 2013. However, the final estimation will be for the whole of England for the period 2007-2013. In addition, the two effects will be estimated for the different regions of England separately to test for heterogeneous effects. The model which will finally be estimated will include first-differences and it will instrument the first-difference lagged variables with higher order lags using GMM. A similar methodology will be used to estimate the inverse relationship i.e. the effect of traffic congestion on the accident occurrence.
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