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Abstract

There appear to be inefficiencies in the distribution of people across space as individuals stay in locations that offer little observable welfare. To answer this question this paper develops a new microtheoretic model of decision-making under uncertainty. The model decomposes the migration decision into separate decisions over when to leave and where to go, stopping time and matching rules, respectively. These decisions are made using informative but noisy signals over a person’s underlying type. This approach makes an intractable dynamic problem solvable using static rules, and the level of noise in the signal can produce ex-ante rational but ex-post sub-optimal decisions. This theory is tested in a lab experiment where participants make stopping time and matching decisions over locations in a game and receive monetary rewards according to their performance. This experiment is run at universities in the United States and Ethiopia, where the results demonstrate that participants solve the stopping time and matching rules according to the model, with no difference in average payoffs between study sites. Furthermore, an information treatment about a player’s type shows the primary role that information constraints play in optimization behavior.
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# 1 Introduction

Income mobility over generations appears to be largely determined by geography, with strikingly different likelihoods of economic advancement across locations. The distribution of people across space therefore appears inefficient when looking at individual migration patterns, because a large number of people remain in areas with low observable levels of welfare, despite few obvious barriers to movement. Location persistence in the face of significant unrealized welfare gains is the puzzle that motivates my work. I argue that location choice is impacted by information constraints, with immobility the result of poor information about a person’s individual-specific benefit from residing in another location.

Beneath the impressive progress that has been made in studying migration, there is a challenge: migration data do not match theoretical predictions. Migration patterns routinely fail to fully reflect push and pull factors as rural areas are depopulated and urban areas grow unmanageably large; migration destinations seem to be over-determined by existing network structures; most problematically is the lack of migration from areas with clear push factors to areas with significant pull factors. The lack of migration from areas with little observable amenities or goods needs to be explained.

I construct a microtheoretic model of decision-making under uncertainty that decomposes migration into separate stopping time and matching decisions. An individual chooses when and where to migrate as independent decisions that are a function of noisy signals about their type-specific payoff at their current and alternate locations. Over time people accumulate signals and update their beliefs about their own type, choosing to stop — i.e. move — and where to move based on these beliefs. I
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1 The work of Chetty et al. [28], Chetty, Hendren, and Katz [26], and Chetty et al. [27] enumerates the near-deterministic role of geography in income mobility. The authors show that while some areas the U.S. have income mobility comparable to the highest mobility countries in the world, such as Canada and Denmark, “others have lower levels of mobility than any developed country for which data are available.” Chetty and Hendren [25] find that by moving to a better neighborhood, children’s outcomes improve linearly as a function of exposure to the better environment. The causal mechanisms behind this stark disparity in opportunity are not yet well understood, but the role of geography is significant.

2 A stopping time problem is the decision whether to advance a stochastic state and receive a continuation payoff or whether to freeze that state. Examples cover the entire lifecycle, such as the decision when to park a car [87, 86, 69], when to replace a bus engine [77], when to leave school [48], when to take a job [83, 55], when to have a child [91], when to quit a job [89], when to retire [18, 84], when to buy a cow [70], and when to retire a cow [59].

A matching problem is how to allocate one thing to another. Examples include matching tenants with landlords [7], matching houses to people [78, 79, 4], matching people to people (i.e. marriage) [15, 16, 17, 19], matching children to schools [32, 65, 1], matching colleges to students [39, 23, 24], matching doctors to hospitals [71, 72, 65, 58], matching kidneys to patients [74, 75, 73], and matching managers to companies [38]. For an overview of the extensive literature on matching see: Niderle et al. [64] and Chade, Eeckhout, and Smith [22].
predict how information constraints reduce mobility and high variance in the signal causes errors in sequential optimization.

The result is, ex-ante, people make rational choices about location choice, even though, ex-post, these decisions are not optimal. By focusing on the importance of noisy signals, this theory can explain the discrepancy between ideal migration trajectories and those that are actually observed. The result is a set of predictions that comports with observed human behavior. I construct these predictions without assumptions that other theories of migration rely on, such as the primacy of idiosyncratic preferences or the reliance on large but unobserved migration costs.

To test my theory I use a bandit algorithm as an approximation of the the process by which people solve decisions under uncertainty. These algorithms function under significant information constraints, and have update and decision rules that are analogous to those that a person could employ. Because bandit algorithms make mistakes as a part of their optimal functioning, contrary to dynamic programming solutions which are optimal at all periods of time, they can fit sub-optimal trajectories without programmatically introducing costs to migration as a way of rationalizing immobility and ex-post sub-optimalities.

To implement this test, I design a lab experiment involving sequential optimization. I create a computer game where participants make stopping time and matching decisions, receiving higher payouts for their participation based on their average score over several games. Despite tight information and time constraints, participants achieved a payoff equivalent to that of a bandit algorithm, exhibiting learning within and between games. In addition, some participants were subject to an information treatment which allowed them to perform better and arrive at solutions that are much closer to optimal. This demonstrates the degree to which additional information constraints are binding in reducing the realization of optimal outcomes.

This paper provides a new research tool for examining sequential optimization problems under uncertainty. I construct a parsimonious model of migration that shows how information constraints increase the distance between optimal and observed trajectories. I further show how bandit algorithms form a robust solution concept for this class of dynamic problems, and how this solution is qualitatively similar to how people behave in a laboratory setting. My model helps illustrate the fundamental
drivers of migration as endogenous to the individual signals a person receives and how they update their beliefs using their signals, a process that can extend to a large set of questions regarding location, employment, and education.

2 Background

Attempts to explain the fundamental drivers of migration go back to the late 1800s in Ravenstein [66, 67]. The “laws of migration” enumerated in these articles later emerge in in the eponymous Harris-Todaro model [88, 46], which can be understood as a generalization of the observed flows of people being pushed from poorer and pulled to richer areas.

What drives migration in these models is the fundamental variation of goods over space. As not all places are similar, movement from one area to another is a simple method to acquire access to a better job market, more educational opportunities, economically vibrant markets, and other location-specific goods. The individual decision can be thought of in a more atheoretic sense, as gravity models do, while more sophisticated theories have expanded on the interplay of household and network decisions in deciding when and where people migrate [60, 57].

Tunali [90] focuses on the stay/go decision, but largely ignores the question of where the migrant is considering going. In contrast Dahl [32] allows many destinations, but treats migration as a one-shot decision. Gallin [40] builds a macro-level theory of migration, but does not consider the individual decisions that comprise these large movements.

This discrepancy between the potential for significant welfare improvement as a function of mobility and the observed stationary behavior is seen in empirical work. Clemens [30] argues that wage gaps are determined by location not by worker characteristics, and the potential gain of people effectively arbitraging these gaps would be tremendous [29]. Gibson, McKenzie, and Rohorua [42] show that migration offers tremendous benefits. In the case of migrants from Tonga and Vanuatu, the authors show an increase in income, consumption, durable goods ownership, and subjective standard of living.
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3 Simini et al. [80] defines a sophisticated gravity model, which estimates migration flows between locations using terrain features, mostly distance, to compute possible paths. This method can produce highly accurate results, but the inherent downside is that it does not describe the mechanism producing migration flows.

4 Ashenfelter [8] finds a differential in wage rates of 10 to 1 for McDonald’s workers in differential countries, suggesting that location makes all the difference when holding skillset and position constant.
of living. Increases that they claim “dwarf those of other popular development interventions.” Moving from a poor to rich area then is a singular action capable of dramatically increasing individual income, and therefore the decision not to do so can be puzzling. Munshi and Rosenzweig go on to argue for the fundamental “misallocation” of labor across countries, pointing to the vast productivity differential between rural and urban areas. If prior work was more concerned with too much mobility and migrants from rural areas appeared in the urbs, then later work has been concerned with the lack of mobility among the poorest. Munshi and Rosenzweig argue that the lack of take-up of migration as a technology is puzzling given the opportunity for “substantial opportunities associated with spatial wage differentials in India to move permanently to the city.”

Yet the persistence of wage gaps and the persistence of the decision not to migrate is not easily overcome. An experiment conducted by Beam, McKenzie, and Yang failed to induce significant migration, despite offering information about migration, assistance with a job search, and assistance with the administrative difficulties of migrating (i.e. passport applications). The authors a zero impact of these treatments on the propensity to migrate overseas. This suggests that information over locations, the prospects one might have there, and other barriers are not the limiting factor to migration.

Bryan, Chowdhury, and Mobarak implement an experiment to increase rates of migration in some of the poorest areas of Bangladesh. Their experiment proved successful in using a small conditional cash transfer to increase rates of migration for treated households, which then translated into higher average welfare outcomes conditional on migration. The authors find that seasonal rural-urban migration induced by the treatment increased consumption of an origin household by $20 per month. A gross return is conservatively estimated at 273%.

Yet their result leads to a more problematic question: if the welfare returns to migration were significant, why were households not migrating in the first place? The honesty with which the authors address this puzzle is refreshing. They write: “we cannot provide a fully satisfying explanation for why people in Rangpur had not saved up to migrate,” and that future research was necessary to
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5 See Yang for further evidence on the positive externalities to migration (remittances). For a long-run view of the impact of migration see Gibson et al.

6 Munshi and Rosenzweig ultimately decide that a combination of informal insurance and social limit mobility, finding culture as a limiting agent as in their previous work.
create a means of explaining the low rate of migration with its relatively high returns. Explaining the mismatch between observed rates of migration and their relative payoff remains a fundamental question.

However, the framing of migration as a “technology” gives us some insight into its lack of adoption. Foster and Rosenzweig [36] find that experiential learning is a critical aspect of technology dispersion. There are cases where observing the returns to the adoption of a technology by a neighbor is insufficient, where Duflo, Kremer, and Robinson [35] find little spillover effects from neighbors in fertilizer adoption. The reason for this may be found in Munshi [61] where knowledge of the relationship between observable factors and an underlying state space changed how farmers could learn socially from each other. Essentially, if a farmer understands how inputs and unobserved and unobservable farm characteristics interact then he or she can learn from others. But if factors are dissimilar across a broad number of dimensions then a farmer may be unable to learn by proxy through the experiences of others.

The work in Kennan and Walker [50, 49] provides a sophisticated approach to understanding the nature of the migration decision as a dynamic programming problem. Using individual-level data from the U.S. National Longitudinal Survey of Youth, Kennan and Walker estimate an average individual moving cost of 312,000 to 384,000 U.S. dollars. This cost parameter is necessary to explain low rates of mobility from poorer to richer areas, where a counterfactual move would offer significant welfare advantages.

When Kennan and Walker estimate the costs of realized moves, they recover a value that ranges from-148,000 to 138,000 dollars. The authors state that the “the typical move is not motivated by the prospect of a higher future utility flow in the destination location, but rather by unobserved factors yielding a higher current payoff in the destination location, compared with the current location.”

We are then left in the position of attaching low moving costs to individuals who move and high moving costs to individuals who stay. This arrangement is practical, yet does not allow us to examine
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7Bryan, Chowdhury, and Mobarak [20, p. 1675] further say: “our quantitative results show that we do not fully understand the migration choices of these households: there is some important aspect of their choices that we are not capturing. This final challenge leads us to briefly consider some departures from full information and rationality and other market imperfections (such as savings constraints). Ultimately, however, we lack the data to determine what ingredient would provide a fully satisfying characterization of the behavior we observe, and leave this to future research.”

8For an overview of the learning literature see Foster and Rosenzweig [37].

9Gemici [41] incorporates the effect of marriage to explain some of these costs, but they still remain high overall.
the actual determinants of these costs. It suggests that any similar approach will arrive at a similar conclusion. We can populate a vector of location and personal characteristics at any resolution. We will find many significant predictors, and yet no obvious determinants of migration.

The dominance of idiosyncratic unobserved costs is a result of the dynamic programming solution concept that research from McCall and McCall [56] to Kennan and Walker [49] employs. Although dynamic programming solutions to discrete decisions under uncertainty have a long tradition in applied microeconomics, there is both a conceptual and function problem. The conceptual problem is that the method of solving dynamic programming problems through value function iteration is entirely alien to how people solve these types of problems. The second is that it relies on the model possessing complete knowledge of the probability distributions of all possible state transitions [85]. The solution is not robust to cases where the state transition probability is uncertain — a characteristic of most important problems. This is where my model provides a way forward. By formalizing the unobserved innovations driving migration, we can begin to understand what creates variation in migration outcomes.

## 3 A Model of Migration

This is a parsimonious model of how migration is determined at an individual level. This theory is deliberately reductionist in that it focuses on a single main driver rather than the myriad secondary and tertiary factors that influence migration. My goal is to predict migration behavior without using exogenous costs to limit mobility. For this, monotone comparative statics provides strong predictions for migration behavior without significant assumptions on the functional form of utility. The end result is a model that preserves rationality while permitting sub-optimal outcomes to emerge in sequential decision-making. The incorrect priors necessary to comport with rationality are endogenously generated within the model and maintained in equilibrium.
3.1 The Story

A person lives in a location. They receive noisy signals about who they are, and based on these signals and their beliefs over their own type they choose when and where to migrate. I decompose migration into two conceptually distinct processes:

- A stopping time rule: the binary decision of whether to migrate
- A matching rule: the multinomial decision of where to migrate

Taken together, the stopping rule and matching rule form the trajectory of locations that an individual chooses over their lifetime. These rules are determined by a set of signals that an individual receives over their underlying type, the value of which determines their optimal location.

I begin with a finite set of locations and a continuous distribution of individual types, the joint distribution of which form the basis of utility draws. I assume the existence of an optimal location for each type, and while there is no uncertainty over location values, the parameter value of the type is unknown to the individual and is therefore treated as a random variable. An individual chooses a trajectory of locations over their lifetime to maximize the expected value of their utility function. Lacking certain knowledge over their type, the individual uses signals to infer the most likely value for their own type. The notation is as follows: the individual sequentially solves the stopping time rule and matching rule in periods $t_1, \ldots, t_T$; they choose among an ordered set of locations $a_1, \ldots, a_N \in \mathcal{A}$ conditional on their beliefs over type $\omega \in \Omega \subseteq \mathbb{R}$ and signal signals received $x \in \mathcal{X} \subseteq \mathbb{R}$. The signal is affiliated with type, a property that will create the requisite monotonicity conditions in the stopping and matching rule.

Individual utility is based on the quality of the match between individual and location. For any type there exists an optimal location $a^*$ such that expected utility is non-increasing as the individual moves away from this location. Any optimal migration history maximizes the time spent at the optimal location, and minimizes the time spent at other locations.

Uncertainty over which location is optimal is necessary to produce a model that comports with observed cases where ex-post migration trajectories fail to include locations with higher observable welfare. The locus of this uncertainty can be placed on either individual type or the value of a location.
I argue that uncertainty over location value cannot be sustained in equilibrium, while uncertainty over individual type is a natural function of experience.

To see this, imagine the case where location values were uncertain. In this world, uncertainty over the amenities and potential payoff of moving to a location prevents migration to better locations. This requires a mechanism that sustains uncertainty over time. At some starting point $t_0$ perhaps there exists insufficient information over the quality of a given location; over time, however, as the amount of information increases and initial migrants go to these places and send word back home, this uncertainty would evaporate. Furthermore, there is no hard limit on the amount of information an individual could acquire over an external location if they were sufficiently motivated to do so.

Experiences, and by extension time, act as a natural gating mechanism for acquiring information. If experience is necessary to generate information then there is no way to generate additional information. One can not generate extra experiences in a fixed amount of time. Moving uncertainty from location to individual doesn’t change the result that the match-payoff to a given location is uncertain. But it does allow this certainty to be sustained in equilibrium.

### 3.2 Stopping Rule

The migration stopping rule is whether an individual should stay at or leave their current location. This is not a choice over where they should go, but rather whether they should go. This stopping rule is a probabilistic decision procedure that can be described by the functions $\phi_{\text{stay}}$ and $\phi_{\text{go}}$ with two points of support:

$$\phi_i(x) = \begin{cases} 0 \quad : \sum \phi_i = 1 \\ 1 \end{cases}$$

(1)

The value of leaving is increasing in type such that the stopping rule is monotone in the signal. Without loss of generality $\phi_1 = 1$ as $x$ lies outside of an interval $(x_i, x_{i+1})$. What this means is that there exists a threshold such that for any signal above that threshold the decision to stop is always chosen.

\textsuperscript{[10]}For the proof see Lehmann\textsuperscript{[54]}. 

---

8
3.3 Matching Rule

The matching rule is a choice over locations according to their expected payoff; it is only observed in cases where the stopping rule is activated. In cases where the continuation decision is made, then no matching result is unobserved — except in cases where the stopping rule is activated but the matching rule points to the same location.

The matching rule \( a(x) \) is a function of the signal received and determines the utility draw the individual receives. The individual’s utility function maps from the product of type and location into the reals \( u: \mathcal{X} \times \Omega \to \mathbb{R} \). The joint density of type and signal is represented by the function \( f: \Omega \times \mathcal{X} \to \mathbb{R} \). Since type is unknown the objective function is defined as:

\[
U(a, x) = \int u(a, \omega) f(\omega; x) d\omega
\] (2)

Expected utility is monotonically increasing in type \( \omega \) by two minimally sufficient conditions: [9, p. 200]:

\[
u(\cdot, \cdot) \text{ Has the single crossing property in } \{a; \omega\} \] (3)

\[
f(\cdot, \cdot) \text{ is log-supermodular} \] (4)

We can achieve these minimally sufficient conditions for cases where there exists positive assortive matching between individuals and locations. When the location-match utility is increasing as a function of type the single crossing property is stated as follows:

\[
u(a', \omega) - u(a, \omega) \geq 0 \Rightarrow u(a' \omega') - u(a, \omega') \geq 0 \] (5)

This states that any higher location choice that would be profitable for a lower type would also be profitable for a higher type.

For the joint distribution of type and signal to be log-supermodular, we require that \( f(\cdot, \cdot) \) have the monotone likelihood ratio such that \( \frac{f(\omega' x')}{f(\omega; x)} \) is nondecreasing in type for all \( x' > x \).

The first assumption is merely a description of the optimal distribution of people across space. This
generalizes single crossing property to apply to optimal match locations such that high types optimally match with high places, and lower types optimally match with lower places. This is a constructive attempt to formalize the notion of idiosyncratic location preferences. Locations constitute a partially ordered set, but the utility function $U(\cdot, x)$ is maximized at the type-optimal location: $a^* | \omega = \Omega$.

I add an independently distributed disturbance term $\epsilon \sim F(\mu = 0)$ scaled by $\sigma > 0$ that enters the utility function non-separably:

$$U(a, x) = U(a, x, \epsilon) = \int \int u(a, \omega, \epsilon) f(\omega; x) d\omega d\epsilon$$

This says that expected utility is unchanged: integrating over the support of $\epsilon$ removes it from the equation. However, a small sample history of observed utility will not allow the individual to identify their type.

The purpose of this noise is to better model reality; outcomes in life are rarely deterministic. This term represents any number of events that enter into an individual’s utility yet are uncorrelated with who or where they are. These stochastic events can be significant, yet are not informative over the goodness of fit in the match between a person and a location.

### 3.4 Loss Function

An optimal migration trajectory is one that admits no alternative move that would produce a greater utility — analogous to Pareto optimality. Any time spent at a sub-optimal location would make a trajectory sub-optimal, even when visiting that location is necessary to determine its sub-optimality. If migration decisions are meaningful as a way of revealing information, then it is necessary to consider the information set of the actors making that decision. Are their decisions optimal ex-ante rather than appearing sub-optimal when viewed ex-post?

I suggest the use of a loss function for two reasons:

- It fits the context of a risk-adverse agent making significant choices over uncertain outcomes ex ante
- It helps transition to the notion of regret which will be used later in the paper as part of my
In each period the individual receives a signal $x \in \mathcal{X}$, solves the stopping rule for $\phi_i \in \{0, 1\}$ and their matching rule $a \in \mathcal{A}$. They receive a utility draw centered on the match value with variance determined by the disturbance term:

$$U_{a, \omega} \sim F\left(\mu_{(a, \omega)} , \sigma^2 \text{var} (\epsilon)\right)$$  \hspace{1cm} (7)

By period $t$ an individual is at location $a$ and has observed a history of signals $x = \{x_1, \ldots, x_t\}$. For the remaining periods $t + 1, \ldots, T$ the individual attempts to minimize their loss function, defined by:

$$\mathcal{L}(x) = \left[ \int u(a, \omega) f(\omega, x) d\omega + \beta V(a, f_{x_{t+1}}) \right] - \sup \left[ u(a', \omega) f(\omega, x) d\omega + \beta V(a', f_{x_{t+1}}) \right] \forall a' \neq a$$  \hspace{1cm} (8)

Where $f_x$ represents the distribution of the signal conditional on the signal history; $V(\cdot, \cdot)$ represents the future payoff of being at a given location; $\beta \in (0, 1)$ is a discount factor; and $f_{x'}$ represents the conditional distribution of the signal in the next period.

An optimal stopping rule and matching rule minimizes the loss function over time

$$\phi^*(x) : \arg \min \sum_{t} \beta^t \mathcal{L}_t$$  \hspace{1cm} (9)

$$a^*(x) : \arg \min \sum_{t} \beta^t \mathcal{L}_t$$  \hspace{1cm} (10)

An optimal rule describes the correct time to leave a location, as well as the best location to go to at that time. These choices are monotonically increasing in signal.

3.5 Payoff

This model describes migration as the combination of the decisions whether and where to go. I allow for a heterogeneous distribution of people across places based on their underlying type, and permit sub-optimal ex-post trajectories due to uncertainty over underlying type. What makes this uncertainty over type compelling in a way that exogenous costs or uncertainty over locations are not is that it is
sustainable in equilibrium.

Exogenous costs have to become large in a dynamic context to justify immobility. As noted above, it is not obvious how uncertainty over location attributes can be sustained in equilibrium; there is no hard limit on the amount of information an individual can acquire. But experience over time provides a natural limit to acquiring information about an underlying type. A person cannot experience more in a fixed amount of time. Experiences are revealing, but can also incorporate bias into what they reveal. And if this bias serves as a limit to mobility, then there is no obvious reason why it could not be sustained in equilibrium. Using longitudinal data it is possible to estimate counterfactual trajectories, where an individual would realize higher wages and markers of welfare — but on the individual level these trajectories are unrealized off-path equilibria, and as a result never enter the individual’s information set.

The following propositions can be derived from the theory:

**Proposition 1.** A sequence of sufficiently high signals will lead to a stopping (leave) decision.

$$\exists \{x_t, \ldots, x_{t+k}\} : \Pr(\phi_{\text{stop}} = 1) \to 1$$  \hspace{1cm} (11)

**Proposition 2.** The probability of stopping and matching with a higher location are affiliated as both functions are monotonically increasing in signal.

$$\forall a' > a \left[ \Pr(a') | (\phi_{\text{stop}} = 1) \right] > \left[ \Pr(a') | (\phi_{\text{stop}} = 0) \right]$$  \hspace{1cm} (12)

The intuition of these propositions is as follows. You start at some location. You do not know your underlying type, but you know the distribution of types and locations. You know that you are more likely to receive a high signal if you are a high rather than a low type, and you know that higher types get more out of matching with higher locations.

You receive a signal $x_1$ that falls near the median of the distribution of signals. The signal is insufficiently large to either (a) set the stopping rule to “leave,” or (b) if the stopping rule is set to leave, the matching rule points you to the same location $a_{t=1} = a_{t=0}$. Either way you stay at your current location.
In the following period you receive another signal $x_{t=2} > x_{t=1}$. This signal is higher than the previous one — sufficiently high that your stopping rule tells you to leave. Your matching rule has incorporated these signals, and points you to match with a higher location $a_2 > a_1$. You move to this new location and receive a new draw. These decisions are based on your beliefs over your own type as induced by the sequence of signals that you receive.

Inverting this story we describe an individual that makes decisions that are *ex-ante* rational but are *ex-post* suboptimal. If you receive low signals then you are less likely to migrate (via your stopping rule) and less likely to match with a higher location (via your matching rule).

**Proposition 3.** Observed utility may be misleading over finite periods of time, and increased levels of noise may further reduce the likelihood of average observed utility falling within some bound of its true match value. Any finite realization of signals and utility draws produces a biased estimation of type.

$$p\text{-lim}_{t \to \infty} \overline{U}_{a,\omega} = \mu_{a,\omega}$$

Equation 13 is given by the weak law of large numbers. Define the probability of an average of utility draws being an arbitrary distance from the true location and type match value:

$$\Delta U \equiv \Pr\left( | \overline{U}_{a,\omega} - \mu_{a,\omega} | \geq \xi \right)$$

Then the probabilistic difference between location average utility is non-decreasing in the noise of the signal:

$$\frac{\partial \Delta U}{\partial \sigma^2} \geq 0$$

**Proposition 4.** For $\epsilon \sim F(\mu), \sigma > 0$ in the case where $F(\cdot)$ is unimodal then it is also true that the probabilistic difference between location average utility is non-increasing in time:

$$\frac{\partial \Delta U}{\partial t} \leq 0$$

**Proposition 5.** If there exists a sequence of utility draws that is minimally sufficient to identify an
individual’s type then every subset of that sequence of draws is insufficient to identify an individual’s type.

$$\exists U_T = \{U_t\}_{t=1}^T \implies \omega \implies \forall U_S \subset U_T \not\implies \omega$$  \hspace{1cm} (17)

3.6 Theory Conclusion

The model is based on Lehmann [54], Athey [10, 9], and Athey and Levin [11] in their development of a method to order distributions and solve monotone decision problems under uncertainty. Their research is focused on decision processes with payoffs that exhibit increasing differences. The framework is useful for constructing a theory of migration in which returns to migration are increasing in type ordering, yet the decision rules are largely governed by signals. Counterfactual migration trajectories in the data point to unrealized gains, which are a combination of place and type-specific factors, and the fact that these gains go unrealized at the individual level suggests a set of signals affecting decision-making. The value of using monotone comparative statistics is that we avoid dependence on a specific utility representation. While many of these predictions would hold with commonly used utility functions, we instead create a more general structure while maintaining predictive power. This is useful because we are not using this model to recover point-estimates of signals or propensities, but rather as a tool to understand the factors that produce a propensity to migrate and a propensity for types of matching.

I divide the migration decision into two separate decisions. The choice to migrate is captured using a stopping rule. An optimal stopping rule minimizes expected loss over time, and using the ordering definitions from Lehmann [54] I can establish the monotonicity of the stopping rule as a function of signal. Separate from the stopping rule there is the matching rule. Once the individual has decided to migrate their choice of location will be monotonically increasing as a function of the signals they have received, a theoretic structure detailed in Athey [9] and Athey and Levin [11]. Again, this model predicts that higher matches are generated by higher value signals given the affiliated nature of signal and type.

The purpose of this model of migration is to generate outcomes similar to those we observe while minimizing extraneous assumptions. Returning to the high cost estimates in Kennan and Walker [50],
we can also understand those values as forgone welfare. The model here allows us to view actors as rational and with homogeneous preferences, yet based on their private information set — the signals they receive — they may rationally choose locations in such a way to produce these high residual costs.

4 Dynamic Allocation Index Problems

I define an optimal solution to the stopping time and matching decision rules as one that minimizes the loss function in Equation 10. However, this definition does not in of itself provide a method for arriving at a rule. Given the dynamic nature of the problem, where outcomes in one period affect subsequent decisions, there are three possible ways to derive a functional solution:

- Dynamic programming
- Gittins Index
- Bandit algorithms

Dynamic programming and the Gittins index are inappropriate methods in the context of migration, while bandit algorithms provide a tractable method of arriving at an approximate solution to an optimal stopping time and matching rule. The primary concern with dynamic programming solutions is that their computation requires information, in the context of my model, that the individual does not possess. Knowledge of the dynamics of the state-space is necessary to derive an optimal policy function, but assuming this knowledge is at odds with my description of the problem as characterized by uncertainty. A Gittins index allows for the derivation of an optimal policy despite uncertainty of the underlying state-space, yet its calculation is not feasible in cases with sufficient complexity to be realistic. This leaves bandit algorithms as the best method for describing an optimal solution to a dynamic process without prior knowledge of the state-space. Bandit algorithms are computationally simple, and can serve as a functional heuristic to human decision-making.
4.1 Dynamic Programming and Gittins

The traditional solution to sequential problems in the social sciences has been to employ dynamic programming methods, which approximate a solution to the sequential optimization problem using a Bellman Equation. The concern with this approach is that it requires a complete understanding of the underlying state-space. If the transition dynamics of the state-space are known, then an efficient solution can be computed through value function iteration. But if there is uncertainty over the transition probabilities from one state to another, then no solution can be reached; and if the transition probabilities are misspecified then the solution is wrong.

In the case of my migration model, the state-space is the probability distribution over possible types that the individual computes. This state evolves in a Markov fashion, in that the a function of all previous draws of signal and utility is sufficient for the entire vector. Yet the evolution of this state, which is to say the probability of future draws conditional on past draws, is the fundamental uncertainty faced by the individual making the migration decision.

Sutton and Barto\cite{85} write that “if the environment’s dynamics are completely known... in principle, its solution is a straightforward, if tedious, computation.” Because dynamic programming requires computing expectations over all possible next states and rewards, a distribution model is necessary. Any model, however, may be sensitive to misspecification in transition probabilities due to sensitivity in the optimal solution to these probabilities. The result is a lack of robustness in the solution concept for what is already a highly reduced-form theoretical model of decision-making.

In taking a dynamic programming solution to the data further a priori assumptions over agents’ preferences are necessary. Rust writes “if we are unwilling to make any parametric functional form assumptions about preferences or beliefs, then in general there are infinitely many different structures in more direct terms, there are many different ways to rationalize any observed pattern of behavior as being “optimal” for different configurations of preferences and beliefs.”\cite{76} Rust goes on to cite Ledyard’s result that there exists some set of preferences and beliefs that make any undominated strategy optimal. The result is that solutions to dynamic programming problems are optimal by definition and not by any empirical test.\footnote{See Ledyard\cite{53} for the full proof.} This highlights the limitations of optimality, as it exists...
in Kennan and Walker [50], where observed migration trajectories are optimal by definition, yet achieve measurably less welfare than counterfactual trajectories. A nuisance term must then be added to the result to preserve optimality. This term must grow arbitrarily large as the distance between observed and counterfactual optimal trajectories increases. These features arise because under dynamic programming solutions there are no mistakes, and learning does not take place.

The first of these is a direct result of the optimality of the underlying policy function. In a dynamic programming solution, an optimal policy is being implemented at all times by definition, so that other idiosyncratic terms must mechanically force the trajectory to be optimal. This optimality by assumption is unrealistic in a decision process like migration where mistakes are surely made. The second of these implies that the decision-maker does not learn from experience. Their decisions are the result of an optimal policy rule, and as such any stochastic utility or welfare realizations do not feed back in to the actor’s decision-making.

The notion of perfect lookahead with no learning in dynamic programming is somewhat at odds with human decision-making process. The lack of learning or mistakes — conditional on perfect information over transition dynamics — cannot effectively describe a dynamic decision process like migration where dynamics are relatively uncertain, learning should occur, and mistakes may be made. In a dynamic programming world an optimal solution rule for my model:

\[
\begin{align*}
    \text{If } a_{t=0} = a^* & \quad \text{stop} \\
    \text{Else } a_{t=1} = a^* & \\
\end{align*}
\]

This is to say that if an individual is at their optimal location they should remain there, and otherwise they should move to that location and stop. This decision rule is not consistent with observed mitigation trajectories. Individuals make more than one move in their lives, mistakes are made, and learning hopefully occurs.

Preserving the uncertainty around the transition dynamics of the state-space is characteristic of a dynamic index allocation problem. Gittins [44] offers a optimal solution to in the form of an index.
For an infinite-horizon discounted-reward Markov decision problem, an optimal policy can be defined:

\[
F(x) = \max_{i \in \{1, ..., n\}} \left\{ r_i(x) + \beta \sum_{y \in E_i} P_i(x_i, y) F(x_1, \ldots, x_{i-1}, y, x_{i+1}, \ldots, x_n) \right\}
\]  

(19)

Where \( x \) is the state variable, and the policy selects among \( n \) choices. The Gittins index arrives at the optimal solution for the policy:

\[
G(x) = \sup_{\tau > 0} \frac{E \left[ \sum_{t=0}^{\tau-1} \beta^t r(x(t)) \mid x(0) = x \right]}{E \left[ \sum_{t=0}^{\tau-1} \beta^t \mid x(0) = x \right]}
\]  

(20)

Any policy that sequentially plays the largest index arrives at an optimal solution. There are some issues however: the state space must be discrete, discounting must be geometric, and computation time is \( O(T^3) \). It is the computational cost that makes the Gittins index infeasible except in circumstances of simple distributions in a finite state-space. As such, it is elegant but largely remains a theoretical construct.

4.2 Optimality and Regret

Lai and Robbins [52] and Lai [51] which define asymptotically efficient allocation rules that could, over repeated play, achieve a solution equivalent to the Gittins index. What’s notable about their solution is that while it does not produce an optimal trajectory, i.e. a sequence of choices such that there is no sequence with a higher payoff, it does minimize regret. Regret is defined as the distance between an optimal trajectory and any sequence of choices. Uncertainty over choice outcomes makes the realization of a zero regret strategy unlikely, but a bandit algorithm as a class of asymptotically efficient allocation rules, achieves this zero regret asymptotically.

The concept of regret originates in the decision making and operations literature. Regret as a concept has multiple definitions, but is best expressed as the difference between the value of the choices made and the value that an oracle would have realized having complete information over the dynamic problem. Bubeck and Cesa-Bianchi [21] define expected regret as the expected difference between the sum of rewards a given policy would generate \( \sum r_i \), and the maximum realized rewards
over that same horizon for choices \( i \in K \).

\[
E\text{Regret} = E \left[ \max_{i=1,\ldots,K} \sum R_{i,t} - \sum r_{t} \right]
\]

Pseudo-regret is a weaker but more useful notion of the difference in expectation between a sequence of optimal choices and those selected by a policy. For an arbitrary set of choices with reward distributions possessing a central moment such that \( E[ F_i] = \mu_i \), allow there to exist an option such that \( \mu_i \geq \mu_k \forall k \neq i \). This is to say that one choice provides the highest return in expectation. Minimizing pseudo-regret then requires a policy that selects this option with the highest expected return.

\[
Pseudo \text{ Regret} = \max_{i=1,\ldots,K} \left[ \sum R_{i,t} - \sum r_{t} \right]
\]

Any sequence of choices \( \{r_1, r_2, \ldots, r_T\} \) can be compared to the mean payoff from the optimal choice: \( T \cdot E[ r^* ] \). As the optimality of the sequence of choice improves, this metric shrinks towards zero. This value can be calculated simultaneously \( E[ r^* ] - r \), cumulatively \( kE[ r^* ] - \sum_{t=1}^{k} r_{t} \), and the cumulative total at the end of any finite time sequence \( TE[ r^* ] - \sum_{t=1}^{T} r_{t} \). In what follows, minimizing pseudo-regret will be the primary object of interest.

Lai and Robbins demonstrate that when following a regret minimizing strategy, the expected number of rounds at a suboptimal location within a given duration is:

\[
E \left[ n_a^T \right] \geq \left( \frac{1}{D(p_i || p_{i^*} + o(1))} \right) \log(T)
\]

Where \( n_a^T \) is a random variable defined as the number of rounds spent at \( a \neq a^* \) within a period of \( T \), and the denominator is the Kullback-Leibler divergence between the density of the distribution of \( a \) and the density of the optimal location \( a^* \). Sub-optimal choices are then necessarily selected with certainty, and any consistent optimal strategy is one that selects those choices the least — a bound defined by a logarithmic function of time, where regret grows at least logarithmically in time.
according to:

\[ R \propto \sum_{a \neq a^*} \left( E[a^* - a] \cdot \left( \int f_a \log \frac{f_a}{f_{a^*}} \right)^{-1} \right) \log T \]  

(24)

Auer et al. \cite{13, p. 73} proves regret bounds where the distance in reward distribution between locations \( a \) and \( a^* \) is small or otherwise poorly defined. With no statistical assumptions being made over the generation of rewards, a lower bound on pseudo-regret is

\[ \Omega(\sqrt{KT}) \]  

(25)

And an achievable regret bound is:\textsuperscript{12}

\[ \Theta(\sqrt{T}) \]  

(26)

Therefore, under any optimal strategy regret grows logarithmically, with a defined lower bound of \( \Omega(\log T) \). The definition assumes that mistakes are made in the sense that non-optimal choices will be chosen; this is necessary in fact to discover the non-optimality of those choices, a fact that cannot be known \textit{a-priori}! The goal of an algorithm then is simply to minimize the time necessary to determine the suboptimality of any non-optimal choice.

### 4.3 Optimistic Algorithms

One of the largest families of bandit algorithms is the upper confidence bound (UCB) algorithms that make decisions optimistically when faced with uncertainty. This optimism yields payoffs which achieve logarithmic regret uniformly over time — not just asymptotically. This strategy implements the decision rule for choices \( i \in K \):

\[ i = \arg \max_{i \in K} \sum_{i}^{K} r_i + P_i \]  

(27)

\textsuperscript{12}The lower bound is \( \frac{1}{20} \sqrt{KT} \). Further reading includes 3.3 in Bubeck and Cesa-Bianchi \cite{21}. Dekel et al. \cite{34, p. 14} shows for bandit algorithms with switching costs a lower bound of \( \tilde{\Theta}(T^{\frac{2}{3}}) \) or \( \frac{k^{1/3}T^{2/3}}{50 \log_2 T} \). However, this paper will stick with the more general result of Equation\textsuperscript{26} to evaluating human performance.
Where $P_i$ is a “padding function” designed to optimistically approximate the uncertainty about the potential upper reward bound that arm $i$ could offer.

Developed by Auer, Cesa-Bianchi, and Fischer \cite{auer2002finite} the UCB1 strategy sets $P_i = \sqrt{\frac{2 \log t}{n_i}}$, which produces a uniform regret bound:

$$8 \left[ \sum_{i: \mu_i < \mu^*} \left( \frac{\log t}{\Delta_i} \right) \right] + \left( 1 + \frac{\pi^2}{3} \right) \left( \sum_{i=1}^{K} \Delta_i \right)$$

There are a significant number of extensions to the UCB1 strategy, mostly involving tuning it to various contexts. Regardless, the principle remains the same, where an optimistic vector of choices given observed payoffs can produce a regret-minimizing decision rule.

4.4 lil’UCB

Jamieson et al. \cite{jamieson2013lil} propose a UCB-type algorithm based on the law of the iterated logarithm such that the number of samples required to identify a best arm is within a constant factor.

The decision rule defines the arm-specific optimism $P_{it}$ as:

$$P \equiv (1 + \beta)(1 + \sqrt{\epsilon}) \sqrt{\frac{2 \sigma^2 (1 + \epsilon) \log \left( \frac{\log((1 + \epsilon) n_i)}{\delta} \right)}{n_i}}; \delta > 0, \epsilon > 0, \lambda > 0, \beta > 0$$

The double logarithmic factor is necessary to ensure that the probability the best arm is not selected falls below a constant confidence level $\delta$. The lil’UCB algorithm achieves bounded regret then with a high confidence level, making it the best performing member of the UCB family across a wide variety of uses.

4.5 Bandits with Constraints

An important element to the migration decision is the constraint set under which individuals choose their locations. It easy to imagine an algorithm readily switching between wildly different locations, but individuals are less likely to behave similarly in their location choices. I can introduce this behavior
by including a switching cost that is incurred when the bandit chooses a new location.

Srivastava, Reverdy, and Leonard [81] and Reverdy, Srivastava, and Leonard [68] develop the Bounded Upper Credible Limit (B-UCL) to minimize cumulative regret in a bandit problem with switching costs. By extending a Bayesian UCB algorithm (UCL) to make block allocations — sequences in which the same choice is made repeatedly — increasing the length of blocks allows for the minimization of moving costs.

B-UCL works by dividing the total amount of time into frames and further subdividing those frames into blocks. The number of choice instances are allocated into frames \( \{ f_k \}_{k \in \mathbb{N}} : f_k = \{2^{k-1}, \ldots, 2^k - 1\} \). Therefore the length of each frame \( f_k \) is \( 2^{k-1} \).

The frame is then further subdivided into blocks where the same choice is made throughout. Each frame \( f_k \) has \( b_k = 2^{k-1} \) blocks. Over the entire history \( k \) denotes the frame and \( r \) denotes the block with the tuple \( (k, r) \mid k \in \{1, \ldots, \ell\}; r \in \{1, \ldots, b_k\} \). At time \( t_{k,r} \), B-UCL selects the arm with the highest upper credible limit on the distribution of its rewards, and chooses it \( k \) times in a row.

B-UCL by itself achieves an expected cumulative regret

\[
R[B - UCL] \leq \log(T) + o(\log(T))
\]  

(30)

The takeaway is that B-UCL retains the same optimism that powers UCB, but has a clear method for minimizing switching costs by increasing the duration it stays at any one location.

4.6 Human Analogue

Bandit algorithms provide a close analogue to human decision-making. The algorithms make mistakes, as a sub-optimal choice must be chosen a minimum number of times before it’s established as sub-optimal. The algorithm also learns about the payoff distribution of the available choices through experience. This is different from dynamic programming solutions in which the optimal policy rule is computed ahead of time; as a result no learning takes place as the state-transition matrix is already known, and no mistakes are ever made.

Dynamic allocation problems such as an optimal stopping time problem or a dynamic matching problem are interesting because under uncertainty an optimal trajectory cannot be computed. The
Gittins index provides a theoretical solution to these types of problems, but for any problem sufficiently complex as to be interesting, it cannot be computed. Likewise, in the case where the state-transition matrix is unknown, and therefore the underlying uncertainty over choices can be computed, then a dynamic programming solution is optimal. Yet this only holds for cases in which perfect lookahead is possible, which is not a useful method of characterizing many real world problems.

Therefore, evaluating whether an individual solution to a given dynamic allocation problem requires an appropriate benchmark. Comparing almost any realized trajectory against a perfectly optimal solution is unsatisfying as people lack the perfect lookahead and information over complex probability distributions and state changes to possibly compute an optimal trajectory. Srivastava, Reverdy, and Leonard [81] argue then that the effectiveness of any sequential decision problem should be measured by comparing those decisions to what a multi-armed bandit algorithm would have reached[13]

5 Lab Application

My theoretical model makes a number of predictions. The first is that individuals make optimal decisions conditional on their information set. The second is that the way in which individuals update their information set and construct a decision rule is analogous to a bandit algorithm. The third is that individuals are information-constrained such that the addition of extra information produces a significant improvement to their optimization behavior.

In order to test these three predictions I construct a multi-armed bandit simulation game for participants to play. The game is designed for players to make a series of discrete location decisions. At the beginning of each game a random location is assigned as the optimal location, and the player attempts to find this location in the smallest number of turns. Each turn they receive feedback as the result of a randomly drawn reward pulled from the underlying distribution at their current location.

[13]It is important to emphasize that bandits primarily serve as an approximation to human decision-making and a reasonable benchmark when evaluating any sequence of decisions. The work by Daw et al. [33] is an early attempt to match human behavior to bandit algorithms. Using a 4-armed bandit game with fourteen volunteers they found that softmax and epsilon-greedy algorithms most closely matched the sequence of play by humans. Work by Steyvers, Lee, and Wagenmakers [82] similarly finds softmax the best analogue to human decision making, although notes the disparity between bandit rewards and human decisions. Cohen, McClure, and Angela [31] further confirms the close approximation of human decision making with simple bandit strategies.
As the player moves closer to their optimal location the mean of this distribution increases.

The player’s task is to maximize the number of points they received over a fixed number of rounds. The player is allowed to come up with their own strategies to achieve this goal, which may include a relatively sedentary accumulation of points or a more active search process. Over a number of games the player will improve on their strategy, typically moving from one involving significant randomization, to a more measured approach.

5.1 Design

The setup of the simulation is similar to previous multi-armed bandit studies. There are two modes, a starting mode and a more complex mode, each offering 5 and 8 location choices and 2 and 3 sub-choices, respectively. The player selects a location and a sub-choice\(^{14}\) and then receives a reward drawn from a distribution defined by the intersection of those two choices. The further the player is from their optimal location and sub-choice, defined independently, the lower the average of their draw. Each round the player can change their sub-choice, change their location, or neither. As the player makes choices they begin to get a better sense of the underlying distributions.

The participant plays two games at the starting 5 location/2 sub-choice (Level 1), and then plays the remaining games with 8 locations/3 sub-choices (Levels 2 and 3)\(^{15}\) This is done to give participants a simpler problem to solve initially as a means of reducing overall frustration.

The tradeoff the player must make is between exploration and exploitation. Spending too long at any one location may result in the player failing to discover locations with higher average payoffs. Spending too much time exploring new locations may leave promising locations under-utilized. There is also the possibility to spend more time making tradeoffs on the intensive margin, which is the

\(^{14}\)Described in the game as a “technology” or “technique.”

\(^{15}\)Level 3 offers the player access to extra information.
Note: Arrangement of locations for each game type. The optimal location is randomized each game, with rewards at the optimal location drawn from a Poisson distribution with the highest mean, and than mean linearly decreasing in either direction. In the first two games the maximum distance from the optimal location is 2, while in the subsequent 13 games that participants would play the maximum location would be 4. Circular distance is used to keep average starting distance from the optimal location consistent across games.

Sub-choice common across all location choices, or the extensive margin, which is when a player changes locations.

Distance between locations is defined circularly as shown in Figure 1 so that for games with five and eight locations, the distance between Location 5 and 8 to Location 1 is one, respectively. The reward distribution of each location is distributed Poisson(\(\lambda = 10\)), and the location parameter is reduced by the distance between their optimal location and the current location. For example, players start with a choice over five locations and two sub-locations. At the beginning of the game the optimal location is randomized to location 1. If the player chooses location 3 they draw a reward from the distribution Poisson(\(\lambda = 10 - 2\)), as 2 is the distance between their current location and their optimal location. If they move to location 2 in the subsequent round they draw a reward from the distribution Poisson(\(\lambda = 10 - 1\)).

Sub-choices are denoted \{A, B, C\} with \(C\) only an option for games with 8 locations. These are common across all locations, which means that if the expected value of \(A\) is greater than the expected
value of $B$ then it is greater at all locations. Formally:

$$E[A | \ell_i] > E[B | \ell_i] \Rightarrow E[A | \ell_j] > E[B | \ell_j] \forall i, j \in K$$ (31)

Sub.choices affect the reward distribution location additively, so that choosing the correct sub-choice leaves the location parameter purely as a function of distance, and the sub-optimal sub-choice reduces the location parameter by one. So if the participant is at the optimal location and the optimal sub-choice they would draw from the distribution Poisson($\lambda = 10 - 0$), and if they were at the sub-optimal sub-choice they would draw from Poisson($\lambda = 10 - 1$).

5.1.1 Frictions

The game incorporated two frictions into location choice to more closely represent the costs associated with migration. The first is a fixed movement cost between locations of 10 points. Every time the player selects a new location they pay this upfront cost. The second friction is an opportunity cost, where subsequent rounds spent at the same location increase the value of that draw. Each round the participant observes a reward, but then receives a scaled reward as a function of the duration of time they have spent at that location. This scaling starts out at 50%, increasing 10% a turn to a maximum of 100%. For example, the participant will draw a reward of 8 on the first round — and they will observe this reward — but then their score will only increment by $(8 \cdot 50\%) = 4$ for that turn. If they stay in that location for the next turn, they will then observe another draw from that same distribution, with their received reward incremented by 60% of that value.

5.1.2 Shocks

To match the inclusion of an uncorrelated noise term I added noise into the reward distribution in the form of an uncorrelated low shock and high shock. The player draws from a reward distribution parametrized by their distance from their optimal choice and sub-choice 75% of the time. However, 20% of the time they receive a high shock and draw from the distribution Poisson($\lambda = 12$) and 5% of the time they receive a low shock and draw from the distribution Poisson($\lambda = 2$) regardless of their current location.
Note: Demonstrates the three potential distributions that the player is drawing from each round, with Normal arbitrarily defined as $\lambda = 8$. In the case where the player was at a location/technology combination with $\lambda = 8$ they would receive a draw from that distribution 75% of the time, 20% of the time from the high distribution, and 5% of the time from the low distribution, the latter two probabilities invariant across locations.

These shocks were added to represent the innovation term $\epsilon$ introduced in Equation 6 to serve as a noise component separate from the reward draws induced by the location and sub-location specific choices.

5.1.3 Encouragement

The primary means of inducing more optimal behavior is through a sliding scale of financial rewards. Participants were given a reward as a function of their average score over fifteen or more games. The lowest payout was $9 USD, increasing to a maximum of $15 USD depending on their average score\textsuperscript{16}

In order to further induce optimal play a graphical interface was constructed to give the player a sense of context for their decisions\textsuperscript{17} Familiar instruments such as buttons, noise feedback, and some data visualization in the terms of bar graphs and density plots were added to further aid participants

\textsuperscript{16}In Ethiopia the payouts were scheduled between 50 to 100 Ethiopian birr. This adjustment was done to account for difference in local purchasing power parity.

\textsuperscript{17}For work on the psychology of optimization behavior see Green et al. \cite{45} where the use of an explanation of the stochasticity of a reward stream allowed participants to optimize better than in cases where they lacked such an explanation.
Table 2: Payout Menu

<table>
<thead>
<tr>
<th>Average Grade</th>
<th>Wisconsin (USD)</th>
<th>Ethiopia (ETB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A+</td>
<td>15</td>
<td>100</td>
</tr>
<tr>
<td>A</td>
<td>13</td>
<td>90</td>
</tr>
<tr>
<td>B</td>
<td>12</td>
<td>80</td>
</tr>
<tr>
<td>C</td>
<td>11</td>
<td>70</td>
</tr>
<tr>
<td>D</td>
<td>10</td>
<td>60</td>
</tr>
<tr>
<td>F</td>
<td>9</td>
<td>50</td>
</tr>
</tbody>
</table>

Note: 100 Birr ≈ 4.27 USD

in remembering the set of payoffs from their choices.

At the conclusion of the game the player received a letter grade representing the optimality of their performance. The grade presents an easy method of communicating their performance. Furthermore, the grade was adjusted to be fairly harsh: the multi-armed bandit algorithm would receive Bs and Cs most of the time. The intention was to further motivate participants to improve upon their results.

5.2 Treatment

The study incorporates a value of information treatment. Every fifteen rounds the player was allowed to observe a single draw from five locations for all sub-choices for free. Participants did not receive the rewards from these draws, but benefited doubly:

1. By not paying the movement cost to draw from these locations

2. By not having to pay the opportunity cost to draw from these locations

The purpose of the treatment is to get at the actual value of information in terms of its impact on human performance in an information constrained environment. If the cause of sub-optimal play is behavioral then there is no reason to expect extra information to have a significant impact on performance. In that case sub-optimal trajectories are the product of functional errors in optimization. However, if the extra information improves optimization behavior then it demonstrates the importance of information constraints in limiting performance as well as the exact degree to which extra information improves optimization.
Table 3: Participants across Treatment Arms

<table>
<thead>
<tr>
<th></th>
<th>Control</th>
<th>Treatment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wisconsin</td>
<td>129</td>
<td>110</td>
</tr>
<tr>
<td>Ethiopia</td>
<td>73</td>
<td>0</td>
</tr>
<tr>
<td>Total</td>
<td>202</td>
<td>110</td>
</tr>
</tbody>
</table>

5.3 Protocol

Data was collected over a two week period in Madison, Wisconsin with labs being run on June 24th, 27th, and 28th and then July 8th and 12th 2017. Over these five days I had 228 Wisconsin students participate in the experiment. Later in the summer at Peda Campus in Bahir Dar University I was able to add 79 Ethiopian undergraduate students to the study on August 3rd and 4th 2017.

The lab protocol involved arranging set times for groups of fifteen to twenty-five students to arrive at the computer lab. Research members would sign in participants and give them instruction sheets written in the local language.\(^\text{18}\) When all students had entered I would conduct a brief overview of the experiment, emphasizing that their payment would be a function of their overall score. Participants were asked to play a total of fifteen games each consisting of approximately 100 rounds.\(^\text{19}\) The first two games are a simple setup of five locations and two sub-choices, the remaining thirteen games had participants making choices over eight locations and three sub-choices. Players were also given a checklist to keep track of the games that they had completed.

6 Data

Participants were undergraduate and graduate students at the University of Wisconsin – Madison and the University of Bahir Dar. The students from Wisconsin were drawn from the SONA system, a participant database maintained by the BRITE Lab. The students in Bahir Dar were largely from the Economics faculty, but as well as other departments in Arts and Sciences. A total of 302 students

\(^{18}\) English for Wisconsin, Amharic for Ethiopia. See Appendix A for instruction sheets.

\(^{19}\) The number of rounds was 100 ± 3 to prevent the possibility that a participant might want to solve the dynamic index problem through backward induction. Not knowing when the game would end created a setup more similar to a game with an infinite number of rounds — since the player would not know which round would be their last. Reward parameters were further scaled by a small random factor every game to prevent participants from realizing the true underlying maximum reward distribution of Poisson(10).
participated in the study as detailed in Table 3, with the majority taking part in the control group.

I construct a bandit algorithm using the B-UCL algorithm and lil'UCB algorithm. The B-UCL algorithm controls the location choice and the lil'UCB algorithm controls the technology choice. As these two decisions are independent both algorithms can function independently, and pass their results to each other.

7 Results

I test the following hypotheses:

H1 Do players follow a bandit or dynamic programming solution to the optimal stopping time and matching problem?

H2 Do players learn over time and update their beliefs to arrive at a regret minimizing solution?

H3 Does a higher level of variance in reward draws reduce overall optimization performance?

In Equation 32 I estimate instantaneous regret using a linear model, where regret in round $t$ is a function of a constant $\alpha$ across participants, a cubic function of round, the game number (1-15), whether the player is in the treatment group $j(i) = 1$ interacted with the type of game the participant is playing (introductory, no information treatment, and information treatment), whether they are playing in Ethiopia $\eta = 1$, and an error term.

$$r_{it} = \alpha + t + t^2 + t^3 + \beta \text{game} + \gamma (\tau_{j(i)} \times \text{gametype}) + \eta_i + \epsilon_{it} \tag{32}$$

To further increase the robustness of the model I implement it with participant-level fixed effects to account for unobserved individual characteristics $\theta_i$. This however removes time-invariant features, such as being Ethiopian.

$$r_{it} = t + t^2 + t^3 + \beta \text{game} + \gamma (\tau_{j(i)} \times \text{gametype}) + \eta_i + \theta_i + \epsilon_{it} \tag{33}$$

To account for autocorrelation in the error term I cluster standard errors at the participant level across all rounds and games. Since the game is played independently by all participants and is a single
player game, there is no concern of spillovers between participants or groups. I am interested in four dependent variables: cumulative regret in game, cumulative regret at the end of a game, probability of moving, and number of moves per game.

Figure 2 and 3 show the average instantaneous regret incurred by participants by round and treatment group. It is apparent that instantaneous regret declines within a game, and that it declines at an increasing rate. In 3 by round 15, where participants get their first access to extra information we see a sharp decline in instantaneous regret. Eventually the treatment and control groups converge, but not until significantly later in the rounds. It is also important to note that neither group ever achieves an average instantaneous regret near zero, which is what a dynamic programming solution would necessarily achieve.

Figure 4 shows the percentage of players who are at the best location and sub-choice. This value is increasing over time, but also diverges sharply by inclusion in the treatment group. This further demonstrates the learning that takes place within a game, as well as the degree to which information constraints reduce the capacity for players to fully optimize.

The distribution of cumulative regret at the end of a game achieved by participants is better on average than that of the multi-armed bandit algorithm. Figure 5 shows the tight distribution of cumulative regret achieved by the combination of the B-UCL and lil'UCB algorithms in selecting locations, one in which is beaten in expectation by participant performance. This suggests that over short time frames, such as the 100 rounds provided in each game, participants are capable of constructing an optimal sequence of stopping and matching decisions — in comparison to those achievable by an asymptotically efficient allocation rule. The variance of player regret is much higher than what can be achieved algorithmically, and a plot of the empirical cumulative distribution functions in Figure 8 demonstrates second order stochastic dominance by human participants of the bandit ecdf.

8 Conclusion

Migration is the product of decision-making under uncertainty. By decomposing the migration decision into independent stopping time and matching rules I show how uncertainty over type can produce post-facto inefficiencies in location choice while maintaining sequential optimality. The use of bandit
algorithms as a solution concept allows ex-post optimization errors in a way that dynamic programming does not. By relaxing the assumption of perfect knowledge over the evolution of the dynamic system, I show how individuals learn and optimize in an environment characterized by uncertainty. I further demonstrate this behavior in a lab experiment in Wisconsin and Ethiopia. My results demonstrate the surprising effectiveness of this decision-making model in describing how people make sequential decisions under uncertainty, and how migration fits this model as an increasingly optimal sequence of decisions.

The model that I propose should be considered minimally sufficient. That is to say that by making use of the work that Lehmann, Athey, and Levin have accomplished on monotone comparative statics under uncertainty, a combination of ordered types and places and a set of signals is sufficient to describe how individuals choose when and where to migrate. This model predicts the importance of accurate signals in allowing individuals to choose their optimal location, and how monotonicity in the stopping and matching rule can endogenously produce results that comport the limited mobility often observed among people who would stand to gain the most by moving. However, the effect of moving costs, start-up costs, and networks play an undeniably important role in structuring migration, and are necessary to apply my model to any context.

Extending this model would involve incorporating a more nuanced understanding of signals and the quality of signals as discussed in Athey and Levin [11] which sets out the conditions under which information is valuable in monotone decision problems. The lab test that I run evaluates the overall impact of additional information on optimization behavior, the literal value of information. However, by allowing for a more nuanced signal, a study should investigate the dimensions along which information induces different choices.

This paper further adds to the literature in behavioral economics on using laboratory experiments to test specific microtheoretic predictions. The value of running my study in multiple locations, Madison and Bahir Dar, is to demonstrate the cross-cultural and context validity of the behavior that the model predicts. Optimization behavior varies surprisingly little between undergraduate students in the midwest of the United States and those in northern Ethiopia when tasked with the same optimization under uncertainty test.
Table 4: Distance between participant and bandit reward distributions

<table>
<thead>
<tr>
<th>Difference between Bandit and Human Distributions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Difference in means</td>
</tr>
<tr>
<td>CDF overlap</td>
</tr>
<tr>
<td>PDF overlap $\in [0, 1]$</td>
</tr>
</tbody>
</table>

An evaluation of this work using observational data would require defining a suitably informative signal over type, as well as acquiring information over a sufficient migration history for a large number of individuals. The data demands are high, but this model can offer a direct method of estimating the likelihood of migration without requiring delving into overly-specific demographic data with little predictive power.

Bandit algorithms serve as a suitable analogy for human decision-making under uncertainty, and their use as a benchmark method for optimal decision making may help move economics research away from a focus on idiosyncratic, and therefore largely inexplicable, costs to the specific process by which individuals learn and make decisions. In an environment where decisions are repeatedly made the bandit analogy is especially useful as it provides for a simple learning heuristic with both an update and decision rule.

Ultimately, this paper seeks to understand migration as the product of two simpler dynamic decisions. This decomposition allows me to provide simple rules for optimal behavior, and then test those rules in a lab. The results of my lab test show the validity of bandits as a human analogue, and the crucial role that information constraints play in sequential optimization decisions.
Points represent the average instantaneous regret by participants by round. Instantaneous regret is defined as the difference between the optimal choice mean and the reward received in that round: $\mu^* - r_t$, where the received reward is further modified by moving costs and opportunity costs. The decreasing slope in instantaneous regret shows the increasing optimality of player choices as they converge on the correct location. However, instantaneous regret never reaches an average of zero, suggesting that the average participant never fully optimizes within the time horizon.

### Table 5: Cumulative Regret

<table>
<thead>
<tr>
<th></th>
<th>Average</th>
<th>Std. Dev.</th>
<th>q25</th>
<th>q50</th>
<th>q75</th>
</tr>
</thead>
<tbody>
<tr>
<td>Participants (control)</td>
<td>333</td>
<td>(177)</td>
<td>208</td>
<td>317</td>
<td>431</td>
</tr>
<tr>
<td>Bandit Algorithm (B-UCL + lil'UCB)</td>
<td>415</td>
<td>(68)</td>
<td>368</td>
<td>414</td>
<td>463</td>
</tr>
</tbody>
</table>

**T-Test $H_A$:** $\hat{\mu}_{\text{participants}} \neq \hat{\mu}_{\text{bandit}}$

$t = -73.36$

$df = 4743$

$p$-value $< 2.2 \times 10^{-16}$

**Note:** Average cumulative regret between participants and bandit algorithms at the end of the game, where cumulative regret is defined as the sum of the difference between the expected value of the optimal decision and the sum of the rewards received: $T \mu^* - \sum_{t=1}^{T} r_t$. The T-test is run on the difference in means in cumulative regret between the participants without access to the information treatment and the bandit algorithm. The results show that participants scored statistically significantly better on average than the algorithm did over the 100 round timeframe.
Points represent the average instantaneous regret by treatment and control participants by round. Instantaneous regret is defined as the difference between the optimal choice mean and the reward received in that round: $\mu^* - r_t$, with lower values corresponding to more optimal decisions. The divergence between treatment and control groups by round 15 shows the impact of additional information on optimizing behavior. The convergence in instantaneous regret between the control and treatment by round 80 suggests that participants in the control group eventually gain sufficient information to match the treatment group.

Table 6: Cumulative Regret by Treatment and Region

<table>
<thead>
<tr>
<th>Region</th>
<th>Average</th>
<th>Std. Dev.</th>
<th>q25</th>
<th>q50</th>
<th>q75</th>
</tr>
</thead>
<tbody>
<tr>
<td>Control (Wisconsin)</td>
<td>330</td>
<td>(166)</td>
<td>218</td>
<td>318</td>
<td>424</td>
</tr>
<tr>
<td>Treatment (Wisconsin)</td>
<td>294</td>
<td>(157)</td>
<td>184</td>
<td>274</td>
<td>385</td>
</tr>
<tr>
<td>T-Test $H_A$:</td>
<td>$\hat{\mu}<em>{\text{control}} \neq \hat{\mu}</em>{\text{treatment}}$</td>
<td>$t = -72.51$</td>
<td>df = 417860</td>
<td>p-value $&lt; 2.2e-16$</td>
<td></td>
</tr>
<tr>
<td>Wisconsin (control)</td>
<td>330</td>
<td>(166)</td>
<td>218</td>
<td>318</td>
<td>424</td>
</tr>
<tr>
<td>Ethiopia (control)</td>
<td>341</td>
<td>(207)</td>
<td>186</td>
<td>308</td>
<td>460</td>
</tr>
<tr>
<td>T-Test $H_A$:</td>
<td>$\hat{\mu}<em>{\text{wisconsin}} \neq \hat{\mu}</em>{\text{ethiopia}}$</td>
<td>$t = -13.03$</td>
<td>df = 107360</td>
<td>p-value $&lt; 2.2e-16$</td>
<td></td>
</tr>
</tbody>
</table>
The percentage of participants at the optimal location and sub-choice across all rounds during the experiment. This definition of is fairly restrictive, only counting cases where the player has selected the optimal location and sub-choice. Two things are evident from this graph: first is the increasing probability with which participants are able to make the optimal choice as they accumulate information. Second is the divergence in optimization between the treatment and control group. This separation in optimization performance between the treatment and control groups demonstrates the degree to which information constraints bind, and how relaxing them produces an immediate increase in optimization.
The distribution of cumulative regret between participants and bandits, where cumulative regret is defined as the difference between receiving the optimal average payoff every round and the actual reward received: \( T\mu^* - \sum_{t=1}^{T} r_t \). Lower cumulative regret represents more optimal play, with a cumulative regret of zero representing optimal play. The cumulative regret achieved by the bandit algorithm, a combination of B-UCL and lil'UCB, produces a tight regret distribution. In contrast the cumulative regret achieved by participants has a significantly higher variance, but with an average that outperforms the bandit algorithm in this time horizon.

<table>
<thead>
<tr>
<th>Treatment and Region</th>
<th>Average</th>
<th>Std. Dev.</th>
<th>q25</th>
<th>q50</th>
<th>q75</th>
</tr>
</thead>
<tbody>
<tr>
<td>All Control Participants</td>
<td>3.28</td>
<td>(5.03)</td>
<td>0.00</td>
<td>3.07</td>
<td>6.11</td>
</tr>
<tr>
<td>Control</td>
<td>3.27</td>
<td>(5.14)</td>
<td>0.00</td>
<td>2.93</td>
<td>6.00</td>
</tr>
<tr>
<td>Treatment</td>
<td>2.92</td>
<td>(5.03)</td>
<td>0.00</td>
<td>2.63</td>
<td>5.67</td>
</tr>
</tbody>
</table>

T-Test \( H_0: \hat{\mu}_{\text{control}} = \hat{\mu}_{\text{treatment}} \)

\[ t = -21.807 \]
\[ df = 413570 \]
\[ p-value < 2.2e^{-16} \]

Wisconsin

<table>
<thead>
<tr>
<th>Treatment</th>
<th>Average</th>
<th>Std. Dev.</th>
<th>q25</th>
<th>q50</th>
<th>q75</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wisconsin</td>
<td>3.27</td>
<td>(5.14)</td>
<td>0.00</td>
<td>2.93</td>
<td>6.00</td>
</tr>
<tr>
<td>Ethiopia</td>
<td>3.34</td>
<td>(4.70)</td>
<td>0.00</td>
<td>3.51</td>
<td>6.38</td>
</tr>
</tbody>
</table>

T-Test \( H_0: \hat{\mu}_{\text{wisconsin}} = \hat{\mu}_{\text{ethiopia}} \)

\[ t = -3.539 \]
\[ df = 136470 \]
\[ p-value < 0.0004018 \]
The distribution of cumulative regret between Wisconsin and Ethiopian participants, where cumulative regret is defined as the difference between receiving the optimal average payoff every round and the actual reward received: $T \mu^* - \sum_{t=1}^{T} r_t$. Lower cumulative regret represents more optimal play, with a cumulative regret of zero representing optimal play. Wisconsin participants on average achieved a statistically significant average lower regret than Ethiopian participants — but only by a very small margin (6.09).
The distribution of cumulative regret between control and treatment groups in Wisconsin, where cumulative regret is defined as the difference between receiving the optimal average payoff every round and the actual reward received: $T\mu^* - \sum_{t=1}^{T} r_t$. Lower cumulative regret represents more optimal play, with a cumulative regret of zero representing optimal play. Participants in the treatment group with access to more information achieved a statistically significant lower average regret than participants in the control group by 39.69 points.
Figure 8: Empirical CDF of the Distribution of Cumulative Regret

Figure 9: Distribution of Cumulative Regret
Figure 10: Distribution of Cumulative Regret by Treatment

Figure 11: Distribution of Cumulative Regret by Region
Table 8: Instantaneous Regret

<table>
<thead>
<tr>
<th></th>
<th>Model 1</th>
<th>Model 2</th>
<th>Model 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>7.64***</td>
<td>7.35***</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.11)</td>
<td>(0.10)</td>
<td></td>
</tr>
<tr>
<td>Time effects</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ten rounds</td>
<td>−2.35***</td>
<td>−2.35***</td>
<td>−2.35***</td>
</tr>
<tr>
<td></td>
<td>(0.06)</td>
<td>(0.06)</td>
<td>(0.06)</td>
</tr>
<tr>
<td>Ten rounds squared</td>
<td>0.39***</td>
<td>0.39***</td>
<td>0.39***</td>
</tr>
<tr>
<td></td>
<td>(0.01)</td>
<td>(0.01)</td>
<td>(0.01)</td>
</tr>
<tr>
<td>Ten rounds cubed</td>
<td>−0.02***</td>
<td>−0.02***</td>
<td>−0.02***</td>
</tr>
<tr>
<td></td>
<td>(0.00)</td>
<td>(0.00)</td>
<td>(0.00)</td>
</tr>
<tr>
<td>Game number</td>
<td>−0.06***</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.01)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ethiopian (0/1)</td>
<td>0.01</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.10)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treatment and placebo</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treatment × Intro</td>
<td>0.11</td>
<td>−1.14</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.14)</td>
<td>(0.77)</td>
<td></td>
</tr>
<tr>
<td>Treatment × Middle</td>
<td>0.07</td>
<td>−1.19</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.11)</td>
<td>(0.76)</td>
<td></td>
</tr>
<tr>
<td>Treatment × Treated</td>
<td>−0.76***</td>
<td>−2.08**</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.08)</td>
<td>(0.76)</td>
<td></td>
</tr>
<tr>
<td>Fixed Effects</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Adj. R²</td>
<td>0.06</td>
<td>0.07</td>
<td>0.06</td>
</tr>
<tr>
<td>Num. obs.</td>
<td>398389</td>
<td>398389</td>
<td>398389</td>
</tr>
</tbody>
</table>

***p < 0.001, **p < 0.01, *p < 0.05. Standard errors clustered at the individual level.

Note: Linear regression of instantaneous regret as a function of time and treatment. Instantaneous regret is defined as the difference between the expected value of the optimal location less the reward in any round: $\mu^* - r_t$, so smaller values indicate more optimal play. The model is estimated with and without covariates and participant fixed effects. Results show the non-linear effect of additional rounds on optimization behavior, as well as the impact of additional information on average instantaneous regret.
Table 9: Cumulative Regret in Game

<table>
<thead>
<tr>
<th></th>
<th>Model 1</th>
<th>Model 2</th>
<th>Model 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>46.24***</td>
<td>31.84***</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(4.05)</td>
<td>(3.03)</td>
<td></td>
</tr>
<tr>
<td>Time effects</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ten rounds</td>
<td>49.77***</td>
<td>49.75***</td>
<td>49.70***</td>
</tr>
<tr>
<td></td>
<td>(1.27)</td>
<td>(1.27)</td>
<td>(1.26)</td>
</tr>
<tr>
<td>Ten rounds squared</td>
<td>−3.06***</td>
<td>−3.05***</td>
<td>−3.04***</td>
</tr>
<tr>
<td></td>
<td>(0.24)</td>
<td>(0.24)</td>
<td>(0.24)</td>
</tr>
<tr>
<td>Ten rounds cubed</td>
<td>0.12***</td>
<td>0.12***</td>
<td>0.11***</td>
</tr>
<tr>
<td></td>
<td>(0.01)</td>
<td>(0.01)</td>
<td>(0.01)</td>
</tr>
<tr>
<td>Game number</td>
<td>−3.30***</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.50)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ethiopian (0/1)</td>
<td>−19.78*</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(8.02)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treatment and placebo</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treatment × Intro</td>
<td>10.83</td>
<td>−61.64</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(7.47)</td>
<td>(35.49)</td>
<td></td>
</tr>
<tr>
<td>Treatment × Middle</td>
<td>−1.24</td>
<td>−69.41</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(6.95)</td>
<td>(36.42)</td>
<td></td>
</tr>
<tr>
<td>Treatment × Treated</td>
<td>−42.22***</td>
<td>−111.57**</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(5.94)</td>
<td>(36.51)</td>
<td></td>
</tr>
<tr>
<td>Fixed Effects</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Adj. R²</td>
<td>0.40</td>
<td>0.40</td>
<td>0.44</td>
</tr>
<tr>
<td>Num. obs.</td>
<td>398389</td>
<td>398389</td>
<td>398389</td>
</tr>
</tbody>
</table>

***p < 0.001, **p < 0.01, *p < 0.05. Standard errors clustered at the individual level.

Note: Linear regression of the cumulative regret the player has achieved at every round in the game, where cumulative regret is defined as the difference between the expected value of the optimal choice and the current choice for all periods up to the current period. Formally: \( t \mu - \sum_{t=1}^{r} r_t \). The model is estimated with and without covariates and participant-fixed effects. Standard errors are clustered at the participant level. Results show that cumulative regret is increasing over time, but it does so at a decreasing rate. Being in the treatment group caused a statistically significant lower amount of cumulative regret at any round.
Table 10: Cumulative Regret at the End of Game

<table>
<thead>
<tr>
<th></th>
<th>Model 1</th>
<th>Model 2</th>
<th>Model 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>392.40***</td>
<td>389.42***</td>
<td>(10.79)</td>
</tr>
<tr>
<td></td>
<td>(10.79)</td>
<td>(12.71)</td>
<td></td>
</tr>
<tr>
<td>Time effects</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Game number</td>
<td>−14.75***</td>
<td>−12.18***</td>
<td>−11.39***</td>
</tr>
<tr>
<td></td>
<td>(2.86)</td>
<td>(3.12)</td>
<td>(3.38)</td>
</tr>
<tr>
<td>Game number squared</td>
<td>0.55**</td>
<td>0.52**</td>
<td>0.49*</td>
</tr>
<tr>
<td></td>
<td>(0.17)</td>
<td>(0.18)</td>
<td>(0.19)</td>
</tr>
<tr>
<td>Ethiopian (0/1)</td>
<td></td>
<td>−1.35</td>
<td>(10.54)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treatment and placebo</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treatment × Intro</td>
<td></td>
<td>−17.76</td>
<td>−60.79</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(15.14)</td>
<td>(81.00)</td>
</tr>
<tr>
<td>Treatment × Middle</td>
<td></td>
<td>2.39</td>
<td>−43.74</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(10.98)</td>
<td>(78.88)</td>
</tr>
<tr>
<td>Treatment × Treated</td>
<td></td>
<td>−64.00***</td>
<td>−112.19</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(8.75)</td>
<td>(79.92)</td>
</tr>
<tr>
<td>Adj. R²</td>
<td>0.03</td>
<td>0.05</td>
<td></td>
</tr>
<tr>
<td>Num. obs.</td>
<td>3975</td>
<td>3975</td>
<td>3975</td>
</tr>
<tr>
<td>Adj. R² (full model)</td>
<td></td>
<td></td>
<td>0.13</td>
</tr>
<tr>
<td>Adj. R² (proj model)</td>
<td></td>
<td></td>
<td>−0.04</td>
</tr>
</tbody>
</table>

***p < 0.001, **p < 0.01, *p < 0.05. Standard errors clustered at the individual level.
**Table 11: Effect of Reward Variance on Cumulative Regret at the End of Game**

<table>
<thead>
<tr>
<th></th>
<th>Model 1</th>
<th>Model 2</th>
<th>Model 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>262.54***</td>
<td>258.58***</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(10.75)</td>
<td>(12.89)</td>
<td></td>
</tr>
<tr>
<td>Reward variance</td>
<td>7.40***</td>
<td>7.39***</td>
<td>7.42***</td>
</tr>
<tr>
<td></td>
<td>(0.41)</td>
<td>(0.40)</td>
<td>(0.41)</td>
</tr>
<tr>
<td>Time effects</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Game number</td>
<td>−12.30***</td>
<td>−9.85***</td>
<td>−9.11**</td>
</tr>
<tr>
<td></td>
<td>(2.63)</td>
<td>(2.89)</td>
<td>(3.12)</td>
</tr>
<tr>
<td>Game number squared</td>
<td>0.43**</td>
<td>0.41*</td>
<td>0.38*</td>
</tr>
<tr>
<td></td>
<td>(0.16)</td>
<td>(0.17)</td>
<td>(0.18)</td>
</tr>
<tr>
<td>Treatment and placebo</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treatment × Intro</td>
<td>−17.76</td>
<td>−51.53</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(14.39)</td>
<td>(59.73)</td>
<td></td>
</tr>
<tr>
<td>Treatment × Middle</td>
<td>5.48</td>
<td>−31.18</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(10.37)</td>
<td>(57.50)</td>
<td></td>
</tr>
<tr>
<td>Treatment × Treated</td>
<td>−62.49***</td>
<td>−101.28</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(8.71)</td>
<td>(57.94)</td>
<td></td>
</tr>
<tr>
<td>Ethiopian (0/1)</td>
<td>2.26</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(9.76)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fixed Effects</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Adj. R²</td>
<td>0.14</td>
<td>0.17</td>
<td>0.10</td>
</tr>
<tr>
<td>Num. obs.</td>
<td>3975</td>
<td>3975</td>
<td>3975</td>
</tr>
</tbody>
</table>

*p < 0.001, **p < 0.01, *p < 0.05. Standard errors clustered at the individual level.

**Note:** Linear model of cumulative regret at the end of a game as a function of reward variance. According to the theoretical predictions, regret should be increasing in variance of draws. This result is particularly surprising given that for the Poisson distribution mean and variance are given by the same parameter, so that higher rewards should be correlated with higher variances. However, these models show that regret is significantly increasing in variance of the draws, suggesting that players have difficulty identifying the optimal location/sub-choice.
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A Instructions
Instructions:

- Please enter the first part of your wisc.edu email address into the userid box.
  - Double-check this, as it is necessary to receive payment for your participation
  - For example “zbarnetthowe” @wisc.edu
- Then select: GROUP X
- First: Play 2 games at Level 1, after which Level 2 will unlock
- Then: Play 13 games at Level 2
- Afterwards you will complete a brief survey
Figure 12: Game Instructions for Ethiopia

- Place the top right item on the left side of the bottom left item.
- Place the top left item on the left side of the top right item.
- Place the top left item on the left side of the bottom left item.
- Place the bottom left item on the left side of the bottom right item.
- Place the bottom left item on the left side of the bottom right item.
- Place the top right item on the left side of the bottom left item.

The instructions are as follows:

1. Place the top right item on the left side of the bottom left item.
2. Place the top left item on the left side of the top right item.
3. Place the top left item on the left side of the bottom left item.
4. Place the bottom left item on the left side of the bottom right item.
5. Place the bottom left item on the left side of the bottom right item.
6. Place the top right item on the left side of the bottom left item.

The instructions are as follows:

1. Place the top right item on the left side of the bottom left item.
2. Place the top left item on the left side of the top right item.
3. Place the top left item on the left side of the bottom left item.
4. Place the bottom left item on the left side of the bottom right item.
5. Place the bottom left item on the left side of the bottom right item.
6. Place the top right item on the left side of the bottom left item.