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Understanding Common Risk Factors in Variance Swap Rates, Market Return Predictability and Variance Swap Investments

When Volatility can Jump

Abstract: This paper proposes a tractable self-exciting double-jump model for stock return and its variance processes, extending existing two-factor term structure models of variance swap rates in the literature to a new three-factor model. Various goodness-of-fit tests show that our three-factor model outperforms the two-factor model in fitting the S&P 500 return and its variance swap rates. Importantly, our three factors can significantly predict aggregate equity returns as opposed to the ones proposed in the traditional two-factor models in the literature. In stark contrast to the existing literature, our empirical results indicate that variance swap rates have more powerful predictive ability than variance risk premiums (VRPs) for the market returns as suggested by the stock price models investigated in the present paper. Unlike the popular double-jump model in the literature, our new model allows us to solve the optimal variance swap investment in a semi-closed form which greatly facilitates new understanding of volatility trading. Specifically, we find that the investor always takes a long-short-long strategy in investing variance swaps, and otherwise experiences the substantial loss of economic welfare in the absence of the third variance swap contract.
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1 Introduction

In order to exploit variance risk premium and hedge variance risk, the variance swap contracts have become the most actively traded variance-related derivative securities due to their direct exposure to volatility\(^1\) and provided good investment opportunities for market

\(^1\)As demonstrated by Liu and Pan (2003), an option can provide indirect exposure to volatility since the option price is also affected by the underlying stock.
Importantly, it has been widely documented that variance risk premium can significantly predict subsequent stock market returns, see, for example, Bollerslev, Tauchen and Zhou (2009), among others. And as such, it is vitally important to model variance swap rate term structures, accurately estimate variance risk premium and analytically solve the optimal portfolio choice problem involving variance swaps. Primarily due to the analytical tractability, there is a large volume of literature on the variance swap modelling in continuous-time setting. In particular, by using the principal component analysis (PCA), Egloff, Leippold and Wu (2010) find that two stochastic variance risk factors govern the short and long end of the variance swap term structure variation, respectively. And they show that a two-factor pure-diffusion model can fit variance swap rates well. Furthermore, they explicitly solve the optimal dynamic portfolio choice problem and find that it is generally optimal for an investor to take a short position in a short-term variance swap and a long position in a long-term variance swap. In Filipović, Gourier and Mancini (2015), they show that a bivariate quadratic pure-diffusion model provides a good fit to variance swap rates. In contrast to Egloff, Leippold and Wu (2010), they find that an investor optimally takes a short position in a long-term variance swap to earn the significant negative variance risk premium and a long position in a short-term variance swap to hedge volatility risk. In fact, Filipović, Gourier and Mancini (2015) study the optimal portfolio choice problem involving variance swaps in quadratic pure-diffusion variance swap models and hence the closed-form solution as in Egloff, Leippold and Wu (2010) is unavailable. In particular, in the pure-diffusion models of both Egloff, Leippold and Wu (2010) and Filipović, Gourier and Mancini (2015), only two variance swaps are incorporated in the portfolio choice problem because any two variance swaps can span the two sources of risk in two-factor variance swap rate.

\footnote{In Egloff, Leippold and Wu (2010), the market price of variance risk ($\gamma^v$) is around -16 as opposed to the much smaller (in magnitude) market price of return risk ($\gamma^S$) of 2.13. To demonstrate the attractiveness of the significantly negative variance risk premium, first, they show that the optimal portfolio weights on the stock index is mainly determined by the market price of return risk ($\gamma^S$) and positive in the absence of variance swaps. In contrast, in a model where an investor is allowed to trade S&P500 and variance swaps, they show that an investor takes a short-long strategy in variance swap to gain the negative variance risk premium while, despite the positive stock risk premium, she takes short positions in S&P500 to hedge the short position in a variance swap given the instantaneous negative correlation between the stock index and the variance. Second, as indicated by Table 7 in their paper, the investment strategies involving variance swaps have a Sharpe ratio of at least 1.20 while the Sharpe ratio of S&P500 is at most 0.5.}
dynamics and thus a third variance swap is redundant.

As widely documented strong empirical evidence, for example, Eraker, Johannes and Polson (2003), Chernov, Gallant, Ghysels and Tauchen (2003), Eraker (2004), Broadie, Chernov and Johannes (2007), Todorov (2009), and Bandi and Reno (2015) among others find strong evidence for co-jumps in volatility and stock returns, i.e., that a big jump in stock prices is likely to be associated with a big jump in volatility. These studies also suggest that jumps do play a key role in explaining the observed risk premium. Aït-Sahalia, Karaman and Mancini (2015) extend the two-factor model in Egloff, Leippold and Wu (2010) to the widely used double-jump model (called “SV2F-PJ-VJ” model in their paper) by incorporating jumps in both stock returns and volatility. Interestingly, like the aforementioned pure-diffusion models, the double-jump model is still a two-factor model. The reason for this is that in the double-jump model in Aït-Sahalia, Karaman and Mancini (2015), the intensity of jumps in variance process is an affine function of variance (e.g., the perfect correlation between the jump intensity and variance). Recently, Santa-Clara and Yan (2010) provides empirical evidence that jump intensity and the variance are largely uncorrelated and do not support the jump intensity model in Aït-Sahalia, Karaman and Mancini (2015).

The aforementioned models are all two-factor models for variance swap rates. Our factor analysis, however, shows that there are exactly three factors underlying variance swap rates. Thus, one of the objectives in the present paper is to propose a three-factor model for the term structure of the variance swap rates. More specifically, we propose a self-exciting double-jump model which disentangles the linear relation between the jump intensity and the variance processes. As a result, the jump intensity is a new factor in addition to the two factors in Egloff, Leippold and Wu (2010) and Aït-Sahalia, Karaman and Mancini (2015). More importantly, we show the following results. First, the expected excess log market return is a linear function of three factors in our model while it is a linear function of two factors in Egloff, Leippold and Wu (2010) and Aït-Sahalia, Karaman and Mancini (2015). Second and more interestingly, we find that our 3-factor predictive model is equivalent to a predictive regression model with three variance swap rates as predictors while the two-factor predictive regression model in Egloff, Leippold and Wu (2010) and Aït-Sahalia, Karaman
and Mancini (2015) is the same as the one with two variance swap rates. And third, in contrast to the results in the literature, a third variance swap is not redundant given any two variance swaps available for trading. In particular, we obtain a closed-form solution to the optimal investment problem in variance swaps, which greatly facilitates the new understanding of volatility trading in the double-jump stochastic volatility model especially in comparison with the short-long strategy suggested by Egloff, Leippold and Wu (2010) and the long-short strategy proposed by Filipović, Gourier and Mancini (2015) in pure-diffusion models.

Equipped with the above results, we are in a position to ask the following questions: How much our three-factor model outperform their two-factor model for predicting market returns? Can the market return predictability be further improved by using more variance swap rates? What does an optimal strategy involving three variance swaps look like as opposed to the short-long rule in Egloff, Leippold and Wu (2010) when trading variance swaps? In the meantime, what is the benefit from trading a third variance swap? What is the economic cost of ignoring jumps especially in volatility if an investor mistakenly uses a pure-diffusion model in variance swap investments?

Before addressing these issues, we first conduct a model-free factor analysis on the full sample of variance swap rates across all the time-to-maturities, and find that the common factors with the maximum number of three govern the dynamics of the term structure of the variance swap rates. This motivates us to propose a self-exciting double-jump model for both stock return and its variance swap rates. To evaluate its empirical performance, we then develop the Markov Chain Monte Carlo (MCMC) method to estimate the proposed model from the informative contracts in the variance swap market, while the other three models widely studied in the literature (e.g., Egloff, Leippold and Wu (2010), Pan (2002) and Aït-Sahalia, Karaman and Mancini (2015)) are also considered for comparison.

The empirical analysis on model performance casts new light on the nature of this new model from different perspectives. First, the incorporation of jumps in both the index and volatility indeed can improve the performance of model estimation to the quoted variance swap rates in terms of root mean square error (RMSE) and bias of pricing errors. More
importantly, the self-exciting specification for the jump intensity can explain the style facts better in the empirical literature that market volatility is usually driven by unexpected price drops (see Li and Zinna (2017)). This then suggests that our model specification presents a tractable way to interpret the three common factors underlying the variance swap rates, implying that the incorporation of the self-exciting jump intensity process can improve the valuation performance for the variance swap contracts. Second, the proposed model well captures the mean term structure of the variance swap rates across all the ten time-to-maturities in the sample period. This indicates that jumps in price or variance or both do play a crucial role in pricing variance swaps, reminding the importance of the jump risk as the third risk factor in the variance swap market, apart from the variance and the central tendency widely discussed in the literature (Egloff, Leippold and Wu (2010), Aït-Sahalia, Karaman and Mancini (2015) and Filipović, Gourier and Mancini (2015) among others). More specifically, the overall pricing performance of the self-exciting double-jump model over the whole sample period is highly competitive with the model proposed by Aït-Sahalia, Karaman and Mancini (2015) across all the ten time-to-maturities, even much better in certain variance swap contracts. Third, the large jump premiums in absolute magnitude produced in our proposed model suggest that the conventional models (e.g., Egloff, Leippold and Wu (2010), Pan (2002) and Aït-Sahalia, Karaman and Mancini (2015)) usually tend to underestimate the premiums compensating for jump risk. Such an underestimation may further result in a substantial loss in investors’ economic benefits, as we show in Section 5.3.

To address the aforementioned economic issues, we first run the predictability regressions for S&P500 index. In particular, the three factors in our model are used as predictors in comparison with the two factors in the reference models of Egloff, Leippold and Wu (2010), Pan (2002) and Aït-Sahalia, Karaman and Mancini (2015). We document that our three factors more significantly predict the excess aggregate equity returns than the two factors in the aforementioned jump-diffusion models, indicated by the adjusted-$R^2$ ranging from 7.0% to 37.7% with the time horizon from 1 month to 2 years in the out-of-sample period representing significant improvement over the two factor models. It is worth mentioning that both two-factor and three-factor prediction models outperform the variance risk premiums
advocated widely in the literature. The reason is that the variance risk premium is linearly related to the factors. More importantly, we find that the variance swap rates can further improve prediction power for market returns as reflected by out-of-sample adjusted-$R^2$ of 19% and 57% for one month and two years, respectively. This finding reminds us to deeply understand the economic role of variance swap rates in asset pricing and portfolio selection. It is especially attractive that the variance swap rates are observable and one only needs to run simple predictive regression. This is in stark contrast to the models discussed above where the variance risk premium or state variable have to be estimated. To the best of our knowledge, we are the first to find that the variance swap rates can powerfully predict market returns.

Our predictive model is closely related to other recent studies where volatility related factors are used as predictors for aggregate equity returns. More specifically, Bollerslev, Tauchen and Zhou (2009) show the strong short-horizon predictive power of the variance premium for aggregate equity returns. Our three-factor model nests their model as a special case in the sense that in our parametric framework, the variance risk premium is a linear function of our three factors. Our model also relates to the one in Adrian and Rosenberg (2008) who propose a decomposition of volatility of market return into a short-run, quickly mean reverting component and a long-run, slowly evolving component and demonstrates the predictability of the two volatility factors for market returns. Our model differs from theirs in that we have three components especially with the jump component representing the possibility of rare events or tail risks. In recent literature, it has been documented that tail risks have powerful predictive ability for market returns. For example, in Bollerslev, Todorov and Xu (2015), they find that most of the predictability for the aggregate market portfolio previously ascribed to the variance risk premium stems from the jump tail risk component.

To better understand the investment in variance swaps, we solve the optimal variance swap investment problem in comparison with the existing results in the literature. To be more specific, our empirical results show that for a trader who wants to chase up the dynamics of variance swap risk premia, it is always optimal to take a long-short-long strategy, namely,
short positions in the medium-term variance swap contracts and long positions in both the short-term and the long-term contracts. This well explains the underlying reason why Egloff, Leippold and Wu (2010) and Filipovié, Gourier and Mancini (2015) have achieved the apparently opposite optimal trading strategies in variance swaps. First, both strategies are suboptimal within our model, because they are insufficient to replicate the term structure of variance swap risk premia throughout the contract combinations, although the term structure of variance swap rates can be well calibrated in their two-factor variance risk models. As a result, the empirical analysis in Egloff, Leippold and Wu (2010) shows that an investor’s optimal trading positions in two variance swap contracts depend not only on the relative magnitudes of two variance risk premia, but also on the maturity gap between two contracts. Second, in the optimal trading positions in Egloff, Leippold and Wu (2010), each of the two variance swap contracts indeed plays a dual role of both exploiting risk premium and hedging. This suggests that the trade does not make full use of information in the dynamics of variance swap risk premia. Their optimal trading strategies in variance swaps are rooted in the absence of a third variance swap contract. In the presence of this extra contract, each contract then can fully play a single role: either exploring risk premium or hedging. Therefore, our empirical analysis enhances the understanding of the optimal trading strategies involving two variance swaps in Egloff, Leippold and Wu (2010) and Filipovié, Gourier and Mancini (2015).

Furthermore, as the suboptimal trading strategies identified in Egloff, Leippold and Wu (2010) cannot take full advantage of the information in the term structure of variance swap risk premia, for example, due to the ignorance of jumps in variance, these strategies may cause substantial economic costs to the trader who heavily participates in variance swap trading. This brings us to ask how much the value of economics cost could be by ignoring jumps in volatility. Surprisingly, we find in all examples tested that if our double-jump model is the true model, then the strategies obtained from the pure-diffusion model in Egloff, Leippold and Wu (2010) always violate the jump-induced constraint on jump exposure and

\footnote{For example, the economic cost of using a one-factor Heston stochastic volatility model, as demonstrated in Zhou and Zhu (2012), can be as high as 70%.
thus lead to a 100 percent wealth equivalent loss by following the suboptimal strategies. Interestingly, we also find that suboptimal strategies due to inaccurate parameter estimation can also easily violate the jump-induced constraint on jump exposure and thus result in a 100 percent wealth equivalent loss. By contrast, in their pure-diffusion model, Zhou and Zhu (2012) show that ignoring parameter uncertainty can only lead to negligible economic costs. In short, our results along with those in Zhou and Zhu (2012) empirically illustrate these serious consequences caused by both model and parameter misspecification in variance swap investments, which further reveals new insights into the complexity of variance swap trading. Therefore, our study contributes to the literature by enhancing our understanding of variance swap trading when both stock price and volatility can jump.

To summarize, in contrast to the double-jump stochastic volatility model in Aït-Sahalia, Karaman and Mancini (2015), our model has several attractive features. First, our model outperforms the two-factor jump-diffusion models (e.g., Egloff, Leippold and Wu (2010), Pan (2002) and Aït-Sahalia, Karaman and Mancini (2015)) over the out-of-sample period in terms of pricing variance swaps across all time-to-maturities and predicting stock returns over the time horizon up to two years. Second, unlike the double-jump stochastic volatility model in Aït-Sahalia, Karaman and Mancini (2015), given two variance swaps, a third variance swap is not redundant in the sense that it cannot be replicated by trading these two variance swaps. And thus, this makes the third variance swap valuable for investment. Third and more importantly, we obtain a closed-form solution to the optimal investment in variance swaps, which greatly facilitates the new understanding of volatility trading in the double-jump stochastic volatility model especially in comparison with the short-long strategy suggested by Egloff, Leippold and Wu (2010) and the long-short strategy proposed by Filipović, Gourier and Mancini (2015) in pure-diffusion models. To the best of our knowledge, this paper is the first one that provides explicit solutions to the dynamic optimal investment in variance swaps in jump-diffusion models.

The rest of the paper is organized as follows. Section 2, we conduct the factor analysis to identify the number of common factors governing the evolution of the variance swap market and apply the PCA to select the informative contracts for the empirical analysis. In
Section 3, we propose a new self-exciting process for jump intensity in a double-jump model, present the estimation of the pricing models in detail, and discuss the model performance. In Section 4, we conduct an analysis on the predictability of stock returns by incorporating the information extracted from the variance swap market. In Section 5, we present the framework for investments in the variance swap market to explicitly solve the dynamic optimal investment problem in variance swaps and conduct a comprehensive analysis on investments in variance swaps by emphasizing the role of jumps in both return and volatility. We conclude in Section 6. All proofs are collected in Appendices.

2 Risk Factors and Informational Content in Variance Swap Market

The data used for the empirical analysis involve the S&P500 index returns and the set of variance swap contracts spanning from 1 month to 24 months during the period from November 4, 2008 to September 29, 2017. In order to obtain a comprehensive understanding of the informative role of variance swap contracts, we collect all the variance swap rates on the S&P500 index available at Bloomberg. All these contracts expire in 1, 2, 3, 4, 5, 6, 9, 12, 18, and 24 months (so 10 time-to-maturities in total).

Given such a complete set of the variance swap contracts on the S&P500 index, two questions are of interest for both asset pricing and allocation: 1) How many risk factors drive the term structure of variance swap rates in the sample period? 2) Which variance swap contracts possess most rich information that can be used to predict the dynamics of the S&P500 index, as implied by Bollerslev, Tauchen and Zhou (2009). The former question is important for model specification to effectively capture the dynamics of variance swap rates, while the latter facilitates investors to trade volatility by participating in the variance swap market.
2.1 Risk Factors in Variance Swap Market

To exploit the number of risk factors that drive the evolution of the variance swap market in the sample period, we conduct a factor analysis on the set of variance swap rates with the time-to-maturity from 1 month up to 24 months. Suppose that there are \( m \) common factors (or risk factors) driving the term structure of variance swap rates, we may have the following relation:

\[
\text{VS}_\tau = \mu + \Lambda \times F + e, \tag{1}
\]

where \( \text{VS}_\tau \) represents a \( 10 \times 1 \) vector matrix, each vector of which presents a time series of observed variance swap rates with the time-to-maturity \( \tau \in \{1, 2, 3, 4, 5, 6, 9, 12, 18, 24\} \); \( \mu \) is a constant of means; \( \Lambda \) is a constant \( 10 \times m \) of factor loadings, while \( F \) presents a \( m \times 1 \) vector of common factors, associated with an error term \( e \). The numerical decomposition in Equation (1) on the sample set of the variance swap rates suggests that the maximum number of the common factors is less than 3, e.g., \( m \leq 3 \), with the factor loadings on all the VS contracts, reported in Table 1.\(^4\) The log-likelihood ratios in Table 1 show that the setup of three common factors outperforms the one with two factors. Panel B suggests that

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|}
\hline
\text{Time-to-Maturity } \tau \text{ (months)} & 1 & 2 & 3 & 4 & 5 & 6 & 9 & 12 & 18 & 24 \\
\hline
\text{F}_1 & 0.858 & 0.828 & 0.801 & 0.774 & 0.748 & 0.723 & 0.669 & 0.634 & 0.554 & 0.511 \\
\hline
\text{F}_2 & 0.498 & 0.557 & 0.598 & 0.632 & 0.663 & 0.690 & 0.742 & 0.772 & 0.831 & 0.857 \\
\hline
\end{tabular}
\caption{Factor Loadings on VS contracts.}
\end{table}

\(4\)This factor analysis can be done in Matlab 2017a. We find that the loadings of those factors larger than 3 are zero, indicating the maximum number of the common factors of 3 driving the dynamics of the sample VS contracts.
the three factors are sufficient to capture the term structure of variance swap rates over the sample period. In total, they successfully explain 99.76% of the covariance of these swap rates, while the third factor makes the marginal contribution of 0.23%.

More specifically, the first factor has more loadings on those short-term VS contracts, e.g., the 1- and 2-m ones. In contrast, the second one has more loadings on those long-term VS contracts with the time-to-maturities of 18 and 24 months. Apart from these dominant factors, the third one need be explained in caution. First, its loadings on each VS contract are not much smaller, compared with the first two factors. Second, the signs of these loadings can be positive or negative, unlike those positive ones of the first two factors. Third, the third factor has relatively high loadings on the medium-term VS contracts (e.g., the 5- and 6-m ones), compared with its loadings on other contracts. In sum, it seems that the role of the third one is likely to compensate the loadings of the first two factors in case that they were over- or under-loaded on VS contracts, which cause the relatively high loadings of the third factor on those medium-term VS contracts.

Furthermore, the behavior entailed by these three common factors leads to the implications for the model specification and portfolio choice of variance swaps. On the one hand, These patterns suggests that in a favored pricing model for variance swaps, three risk factors are indeed required. Namely, the first two factor are used to capture the dynamics of variance swap rates in the short- and long-term separately, while the third one is to make compensations for unexpected changes across all maturities. As the dual of pricing, on the other hand, the results in Table 1 imply that three VS contracts with the short-, medium- and long-term maturities are enough to span the whole variance swap market, which may result in the optimal investment strategies in this market.

2.2 Selection of Informative Variance Swap Contracts

We further investigate the information content of variance swap contracts, which is actually ignored in the present literature. For example, the variance swap contracts with fixed time to maturities of 2, 3, 6, 12, and 24 months are used in Egloff, Leippold and Wu (2010), Aît-
Sahalia, Karaman and Mancini (2015), and Filipović, Gourier and Mancini (2015), while the contracts with the time to maturities of 1, 3, 6, 12 and 24 months are employed in Li and Zinna (2017). Since a variance swap contract represents the most direct way of achieving exposures or hedging against variance risk, and can be replicated by dynamic trading in the portfolio of the underlying asset and options, it is therefore interesting to identify those variance swap contracts that contain most valuable information to predict future variance and according the S&P500 index returns.

For this purpose, we first define the longer k-period index returns as follows:

$$R_{t+k,t} = \sum_{j=1}^{k} r_{t+j},$$

(2)

where $r_{t+j}$ represents the daily excess return, namely, the difference between the daily log-return of the S&P500 index and the T-bill rate from time $t + j - 1$ to $t + j$, and so a “day” is referred to as the unit time interval here. To form up the monthly return, we employ the scale of 21 by assuming 21 working days in a calendar month. In this way, we synthesize the cumulative k-period returns with $k = 1, 3, 6, 12,$ and 24 months. Suggested by the models investigated in Section 3 of the present paper, the expected excess log market return is linearly related to variance swap rates. We then employ a novel method by simply regressing the k-period returns $R_{t+k,t}$ on the combinations of the variance swap contracts as follows:

$$R_{t+k,t} = \beta_0(k) + \beta_1(k)VS_{t,t+\tau} + u_{t+k,t} = \tilde{\beta}_0(k) + \Gamma(k)X + \tilde{u}_{t+k,t},$$

(3)

where the term $VS_{t,t+\tau}$ represents the combination of the variance swap contracts with the time-to-maturities of $\tau = 1, 2, 3, 4, 5, 6, 9, 12, 18$ and 24 months. To mitigate the impact of the multi-linearity among the VS contracts (also see Table 1), we further apply the principal component analysis (PCA) to these contracts so that a set of orthogonal factors, denoted as a matrix of $X$, are obtained, and they capture the full variation of the VS rates. Accordingly, $\Gamma$ represents the corresponding vector of coefficients for the orthogonal factors $X$. As a result, we use the explanatory power or the adjusted $R^2_{k,\tau}$ obtained from the regression (3) as the
measure to gauge the information quality of the VS contracts. In particular, we apply the method proposed by Britten-Jones, Neuberger and Nolte (2011) (similar to Hodrick (1992)) to mitigate the problem of overlapping data embedded in the construction of the returns $R_{t+k,t}$.

To identify the optimal set of VS contracts that possess the richest information in terms of predictability over various forecasting horizons ($k$), we narrow down the scope of the investigation firstly by focusing on those VS contracts with $\tau = 1, 2, 3, 6, 12$ and 24 months widely studied in the literature and leave the rest for the further examination. Table 2 reports the adjusted-$R^2$'s with various combinations of VS contracts. Although it is well-known that the $R^2$'s would increase with the forecasting horizon using overlapping returns, Panel A clearly shows that the adjusted-$R^2$'s steadily increase with more VS contracts in the set across all forecasting horizons, indicating richer information possessed by these VS contracts, while there is less information in the remaining four VS contracts (e.g., $\tau = 4, 5, 9$ and 18 months), as shown in Panel C. Also, the maximum adjusted-$R^2$'s generated by the combinations of 5 VS contracts out of 6 are very close to those $R^2$'s by the full set of 6 VS contracts. Furthermore, Panel B reports the $R^2$'s obtained from the regressions over all the combinations of 5 VS contracts. Amongst all these combinations, the set of the 1-, 2-, 3-, 6- and 24-month VS contracts may achieve the best predication power overall across all the horizons, indicating that these five VS contracts possess much richer information compared with other contracts.\(^5\) In order to balance both the loss of information in VS contracts and the complexity of model calibration, we therefore choose these five VS contracts for the following empirical analysis.\(^6\)\(^7\)

The bottom panel of Figure 2 plots the dynamics of the 1-, 2-, 3-, 6- and 24-month

\(^5\)The results in Panel B also show that the traditional choices of VS contracts, e.g., $\tau = 2, 3, 6, 12, 24$ months or 1, 3, 6, 12, 24 months, simply ignore the information embedded in VS contracts for forecasting in short term (e.g, $k = 1$ month).

\(^6\)Since the gap between the $R^2$'s in Panel A and ones in Panel D is mainly caused by the 18-month contract, we hence investigate its role in terms of forecasting by replacing the 12-month contract with it in the original 6 VS contracts, e.g., $\tau = 1, 2, 3, 6, 18, 24$ months. If we are restricted to choose five contracts out of six, the set of the 1-, 2-, 3-, 6- and 24-month VS contracts is still the best choice for our purpose.

\(^7\)We also check the replication of the 1-, 2-, 3-, 6- and 24-m VS contracts on the remaining VS contracts through a number of regressions, and find that the extremely high $R^2$'s are gained for the 4-, 5-, 9-, 12- and 18-m VS contracts with 99.90%, 99.94%, 99.83%, 99.75% and 99.70%, respectively.
<table>
<thead>
<tr>
<th>Panel A: Maximum Adjusted-$R^2$ (%) for Combinations of 6 VS Contracts</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Number (τ) of Selected Contracts</strong></td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>2</td>
</tr>
<tr>
<td>3</td>
</tr>
<tr>
<td>4</td>
</tr>
<tr>
<td>5</td>
</tr>
<tr>
<td>6</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Panel B: Adjusted-$R^2$ (%) for Combinations of 5 VS Contracts out of 6 in Panel A</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Set of 5 VS Contracts</strong></td>
</tr>
<tr>
<td>(1, 2, 3, 6, 12)</td>
</tr>
<tr>
<td>(1, 2, 3, 6, 24)</td>
</tr>
<tr>
<td>(1, 2, 3, 12, 24)</td>
</tr>
<tr>
<td>(1, 2, 6, 12, 24)</td>
</tr>
<tr>
<td>(1, 3, 6, 12, 24)</td>
</tr>
<tr>
<td>(2, 3, 6, 12, 24)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Panel C: Adjusted-$R^2$ (%) for Remaining 4 VS Contracts</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Set of Remaining VS Contracts</strong></td>
</tr>
<tr>
<td>(4, 5, 9, 18)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Panel D: Adjusted-$R^2$ (%) for All 10 VS Contracts</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Set of All VS Contracts</strong></td>
</tr>
<tr>
<td>(1, 2, 3, 4, 5, 6, 9, 12, 18, 24)</td>
</tr>
</tbody>
</table>

Table 2: **Maximum Adjusted-$R^2$ for Combinations of VS Contracts.** All the 10 VS contracts on the S&P500 index at Bloomberg are collected over the period from November 4, 2008 to September 29, 2017. All the time-to-maturities are in months. Panel A reports the maximum adjusted-$R^2$s generated by the combinations of 6 VS contracts over various forecasting horizons, e.g., $\tau = 1, 2, 3, 6, 12$ and 24 months and $k = 1, 3, 6, 12,$ and 24 months, while Panel B presents the adjusted-$R^2$s of each of the combinations of 5 VS contracts out of 6. Panel C reports the adjusted-$R^2$ of the remaining VS contracts with $\tau = 4, 5, 9$ and 18 months. Panel D shows the maximum adjusted-$R^2$s generated by the set of all the 10 VS contracts (e.g., with $\tau = 1, 2, 3, 4, 5, 6, 9, 12, 18$ and 24 months). All the adjusted-$R^2$s are obtained by applying the approach proposed by Britten-Jones, Neuberger and Nolte (2012).
Figure 1: **Term Structure of Variance Swap Rates.** The dynamics of variance swap rates with 1-, 2-, 3-, 6- and 24-month time-to-maturity are plotted in volatility percentage units, e.g., $\sqrt{V_{S_{t,T}} \times 100}$ from November 4, 2008 to September 29, 2017. There are 2,242 daily observations for each time-to-maturity $\tau$. 
Table 3: **Summary Statistics of Variance Swap Rates.** All the variance swap rates are collected from Bloomberg during the full sample period is from November 4, 2008 to September 29, 2017. The descriptive statistics, including mean, standard deviation (St. Dev.), skewness (Skew.), kurtosis (Kurt.) and the first-order autocorrelation (AC1), are reported, while the mean of the variance swap rate (also the realized variance mean) in each maturity category is quoted in percentage, and time to maturities are quoted in months. Note that the mean and standard deviation of the log-returns in Panel B are reported in the annualized term. The realized variance is calculated as

\[ RV_{t,t+\tau} = \frac{252}{n} \sum_{i=1}^{n} \left( \log \frac{S_{t+i}}{S_{t+i-1}} \right)^2 \]

where \( n \) denotes the total observations within the time-to-maturity \( \tau \) and the scale of 21 (e.g., presenting 21 work days in a calendar month) is used to assemble the realized variance over the time horizon \([t, t+\tau] \) with \( n = 21 \times \tau \) for \( \tau = 1, 2, 3, 6 \) and 24 months.
VS contracts during the full sample period, while the top and middle panel illustrate the
dynamics of the S&P500 index and its daily log-returns over time, separately. It clearly shows
that the variance swap market is much more volatile than the equity market, indicating more
jumps in the former. Moreover, the summary statistics of these VS contracts are reported
in Table 3. Note that the variance swap rate mean in each maturity category is quoted
in volatility percentage units, presenting an upward term structure of variance swap rates.
Meanwhile, the realized variances across all the time-to-maturities, reported in Panel C, are
estimated as follows:

$$RV_{t,t+\tau} = \frac{252}{n} \sum_{i=1}^{n} (\log \frac{S_{t_i}}{S_{t_{i-1}}})^2,$$

where $n$ denotes the total daily observations within the time-to-maturity $\tau$. Due to much less
volatility in the S&P500 index during the post-crisis period, the averaged realized variance
is lower than the mean of variance swap rates in each maturity category, and hence presents
a hump term structure across the time-to-maturity.

3 A Self-Exciting Stochastic Volatility Model for Variance Swaps

The results in Section 2 motivate us to propose a self-exciting stochastic volatility mode
to capture the dynamics of variance swap rates in the sample period. We first present the
model specification, and further formulate the variance swap rates under this model.

3.1 Model Specification and Properties

For analytic tractability, we adopt the popular double jump model used by Aït-Sahalia,
Karaman and Mancini (2015), apart from the specification for the intensity of the counting
process. That is, we assume that the stock price, volatility and its long-run mean under a
risk-neutral measure \( Q \) are given as follows:

\[
\frac{dS_t}{S_{t^-}} = (r - \delta) dt + \sqrt{(1 - \rho^2) v_t} dB_{Q}^{Q} + \rho \sqrt{v_t} dB_{2t}^{Q} + (\exp(J_t^{v,Q}) - 1) dN_t - gQ \lambda_t dt,
\]
\[
dv_t = \kappa_v^Q (m_t - v_t) dt + \sigma_v \sqrt{v_t} dB_{2t}^{Q} + J_t^{v,Q} dN_t \tag{4}
\]
\[
dm_t = \kappa_m^Q (\theta_m^Q - m_t) dt + \sigma_m \sqrt{m_t} dB_{3t}^{Q}.
\]

As in Aït-Sahalia, Karaman and Mancini (2015), we specify the market price of risks for the Brownian motions by \( \gamma_i \) \( (i = s, v, m) \) in the following way:

\[
\Lambda_t^\top = [\gamma_s \sqrt{(1 - \rho^2)v_t}, \gamma_v \sqrt{v_t}, \gamma_m \sqrt{m_t}],
\]

and then, under the objective probability \( P \), the stock price and variance dynamics can be represented as follows:

\[
\frac{dS_t}{S_{t^-}} = \mu_t dt + \sqrt{(1 - \rho^2)v_t} dB_{P}^{P} + \rho \sqrt{v_t} dB_{2t}^{P} + (\exp(J_t^{v,P}) - 1) dN_t - gP \lambda_t dt,
\]
\[
dv_t = \kappa_v^P (m_t \kappa_v^P/\kappa_v^P - v_t) dt + \sigma_v \sqrt{v_t} dB_{2t}^{P} + J_t^{v,P} dN_t \tag{5}
\]
\[
dm_t = \kappa_m^P (\theta_m^P - m_t) dt + \sigma_m \sqrt{m_t} dB_{3t}^{P},
\]

where \( \mu_t = r - \delta + \gamma_s (1 - \rho^2)v_t + \gamma_v \rho v_t + (gP - gQ) \lambda_t, \)
\[
\kappa_v^P = \kappa_v^Q - \gamma_v \sigma_v, \quad \kappa_m^P = \kappa_m^Q - \gamma_m \sigma_m, \]

and \( \theta_m^P = \theta_m^Q \kappa_m^Q / \kappa_m^P \), while \( r \) is the risk free rate, and \( \delta \) is the dividend yield, both taken to be constant for simplicity. The correlation parameter \( \rho \) is used to capture the so-called leverage effect between stock returns and variance changes. The three Brownian motions, \( B_{it}^{Q}, i = 1, 2, 3 \), are uncorrelated.\(^8\)

The dynamics of the spot variance of the price, \( v_t \), is driven by a two-factor model, while the speed of mean revision is \( \kappa_P \) under \( P \) \( (\kappa_Q \) under \( Q \) accordingly). The long-term mean of the variance is governed by the pure-diffusion process \( m_t \) that has a similar specification with \( v_t \) but equipped with a parameter triple of \( \kappa_m^P \) \( (\kappa_m^Q) \), \( \theta_m^P \) \( (\theta_m^Q) \) and \( \sigma_m \), respectively. As

\(^8\)The variant of the specifications in Model (29) and (30) is widely used in the literature (see Bakshi, Cao and Chen (1997), Chernov and Ghyysels (2000), Bates (2000, 2006), Pan (2002), Eraker, Johannes and Polson (2003), Brodie, Chernov and Johannes (2007), Egloff, Leippold and Wu (2010) and Todorov (2009) and references therein).
a result, the process \( v_t \) presents the fast mean reverting and volatile pattern and captures sudden movements in variance with the jump process, while the process \( m_t \) has no jump and is less volatile and persistent and characterizes the central tendency of variance.

Meanwhile, the jump size in the stock price, \( J^{s,Q} \), is independent of both Brownian and jump components, and is assumed to follow a normal distribution with mean \( \mu^Q_j \) and variance \( \sigma_j^2 \) so that \( g^Q = \exp(\mu^Q_j + \sigma^2_j/2) - 1 \). Similarly, we may have \( g^P = \exp(\mu^P_j + \sigma^2_j/2) - 1 \) under the objective probability measure \( P \). However, the jump size in the spot variance, \( J^{v,Q} \), is positive. It is independent of Brownian motions and the jump component in the stock price, and follows an exponential distribution with a parameter \( \mu^Q_v \), i.e., \( E^Q[J^{v,Q}] = \mu^Q_v \), and so is the jump size \( J^{v,P} \). This specification thus captures sudden upward movement of \( v_t \).

Furthermore, the two-factor model studied by Pan (2002) that allows for jumps only in stock price can be obtained if both \( \mu^P_v \) and \( \mu^Q_v \) are set as zero (e.g., \( \mu^P_v = \mu^Q_v \equiv 0 \)).

We now turn to modeling jump intensity under the measure \( P \) and \( Q \), respectively. Empirical studies suggest that the jump intensity of asset prices is stochastic and clustered in time (see Bates (2006) and Aït-Sahalia, Cacho-Diaz and Laeven (2015)). We then assume that the jump intensity \( \lambda_t \) of the counting process \( N_t \) under the measure \( Q \) follows a self-exciting process as follows:

\[
d\lambda_t = \alpha(\lambda_\infty - \lambda_t)dt + \beta_0 J^{v,Q}_t dN_t, \tag{6}
\]

where \( \alpha, \lambda_\infty \) and \( \beta_0 > 0 \).\(^9\) Unlike the the specification of \( \lambda_t \) in Aït-Sahalia, Karaman and Mancini (2015) in the form of \( \lambda_t = \lambda_0 + \lambda_1 v_t \), implying that the jump intensity is uniquely determined by volatility, Equation (31) suggests that a jump in either price or variance may cause the intensities to jump up, governing by \( \beta_0 \) and the jump intensity decays exponentially back towards a level \( \lambda_\infty \) at speed \( \alpha \). It partially disentangles the jump intensity from volatility in the sense that \( \lambda_t \) is proportional to \( v_t \) when \( v_t \) has large movements driven by the jump instead of small one caused by the diffusion.

More importantly, our model is especially tractable in that we solve the optimal port-

\(^9\)Accordingly, its dynamics under the measure \( P \) can be represented as \( d\lambda_t = \alpha(\lambda_\infty - \lambda_t)dt + \beta_0 J^{v,P}_t dN_t \).
folio choice problem with variance swaps in closed form\textsuperscript{10}. Although the specification in A"ıt-Sahalia, Karaman and Mancini (2015) allows for more jumps to occur during volatile periods with the intensity bounded by a positive constant ($\lambda_0 > 0$), it is subject to the underestimation of volatility in the long run. That is, the mean-reverting nature of volatility suggests that the long-term expected volatility declines over time, implying that the intensity of jumps is also a decreasing function of time. This in fact imposes an unnecessary restriction on the dynamics of jump intensity $\lambda_t$.

### 3.2 Term Structure of Variance Swap Rates

Similar to Equation (9) in A"ıt-Sahalia, Karaman and Mancini (2015), the variance swap rate is given by

$$VS_{t,t+\tau} = E_t^Q \left[ \frac{1}{\tau} \int_t^{t+\tau} v_u du + \frac{1}{\tau} \sum_{u=N_t}^{N_{t+\tau}} (J_u^s)^2 \right] = \bar{v}_{t,t+\tau}^Q + E_t^Q[(J_s^2)^2] \bar{\lambda}_{t,t+\tau}^Q,$$

where $E_t^Q[(J_s^2)^2] = (\mu_j^Q)^2 + \sigma_j^2$, and $E_t^Q[\lambda_s] = \frac{\alpha \lambda_\infty}{(\alpha - \beta^Q)} \left[ 1 - e^{-(\alpha - \beta^Q)(s-t)} \right] + \lambda_t e^{-(\alpha - \beta^Q)(s-t)}$, with $\beta^Q = \beta_0 E_t^Q[J_t^v]$, associated with

$$\bar{\lambda}_{t,t+\tau}^Q = \frac{1}{\tau} \int_t^{t+\tau} E_t^Q[\lambda_s] ds = \frac{\alpha \lambda_\infty}{(\alpha - \beta^Q)} \left[ 1 - \frac{1 - e^{-(\alpha - \beta^Q)\tau}}{\tau(\alpha - \beta^Q)} \right] \frac{\lambda_t}{\tau(\alpha - \beta^Q)} (1 - e^{-(\alpha - \beta^Q)\tau}).$$

\textsuperscript{10}Our model is also tractable for pricing European options as it is one of affine models developed by Duffie, Pan and Singleton (2000). More recently, Fulop, Li and Yu (2015) propose a self-exciting asset pricing model that takes into account co-jumps between prices and volatility and self-exciting jump clustering. They find that the self-exciting jump intensity has become more important since the onset of the 2008 global financial crisis and illustrate good model performance for the S&P 500 index option data.
Likewise, we can also obtain the following results:

\[
E_t^Q[m_s] = \theta_m^Q \left[ 1 - e^{-\kappa_m^Q(s-t)} \right] + m_t e^{-\kappa_m^Q(s-t)},
\]

\[
E_t^Q[v_s] = \theta_m^Q \left[ 1 + \frac{\kappa_m^Q}{\kappa_v - \kappa_m^Q} e^{-\kappa_v^Q(s-t)} - \frac{\kappa_v^Q}{\kappa_v - \kappa_m^Q} e^{-\kappa_m^Q(s-t)} \right] 
+ \frac{\alpha \mu_v^Q \lambda_\infty}{\kappa_v^Q (\alpha - \beta^Q)} \left[ 1 + \frac{\alpha - \beta^Q}{\kappa_v^Q - (\alpha - \beta^Q)} e^{-\kappa_v^Q(s-t)} - \frac{\kappa_v^Q}{\kappa_v^Q - (\alpha - \beta^Q)} e^{-(\alpha - \beta^Q)(s-t)} \right] 
+ \frac{\kappa_v^Q}{\kappa_v^Q - (\alpha - \beta^Q)} \left[ e^{-\kappa_v^Q(s-t)} - e^{-\kappa_m^Q(s-t)} \right] m_t 
+ \frac{\mu_v^Q}{\kappa_v^Q - (\alpha - \beta^Q)} \left[ e^{-(\alpha - \beta)(s-t)} - e^{-\kappa_v^Q(s-t)} \right] \lambda_t + v_t e^{-\kappa_v^Q(s-t)}.
\]

Thus, under the risk neutral probability \( Q \), the rate of a variance swap contract with the life time of \( \tau \), starting from time \( t \), can be specified as follows:

\[
VS_{t,t+\tau} = \frac{1}{\tau} \int_t^{t+\tau} E_t^Q[v_s] ds + \frac{1}{\tau} E_t^Q[(J^s)^2] \int_t^{t+\tau} E_t^Q[\lambda_s] ds 
= \phi_\theta(\tau) \theta_m^Q + \phi_{\lambda_\infty}(\tau) \lambda_\infty + \phi_v(\tau) v_t + \phi_m(\tau) m_t + \phi_\lambda(\tau) \lambda_t,
\]

where

\[
\phi_\theta(\tau) = 1 + \frac{\kappa_m^Q}{\kappa_v^Q (\alpha - \beta^Q)} \left[ \frac{\kappa_v^Q}{\kappa_v^Q - (\alpha - \beta^Q)} \left[ 1 - e^{-\kappa_v^Q \tau} \right] - \frac{\kappa_v^Q}{\kappa_m^Q (\alpha - \beta^Q)} \left[ 1 - e^{-\kappa_m^Q \tau} \right] \right],
\]

\[
\phi_{\lambda_\infty}(\tau) = \frac{\alpha \mu_v^Q}{\kappa_v^Q (\alpha - \beta^Q)} \left[ 1 + \frac{\alpha - \beta^Q (1 - e^{-\kappa_v^Q \tau})}{\kappa_v^Q (\alpha - \beta^Q)} - \frac{\kappa_v^Q (1 - e^{-(\alpha - \beta^Q) \tau})}{\kappa_v^Q (\alpha - \beta^Q) \tau (\kappa_v^Q - (\alpha - \beta^Q))} \right] 
+ \frac{\alpha E_t^Q[(J^s)^2]}{(\alpha - \beta^Q)} \left[ 1 - \frac{1}{\tau (\alpha - \beta^Q)} (1 - e^{-(\alpha - \beta^Q) \tau}) \right],
\]

\[
\phi_v(\tau) = \frac{1}{\kappa_v^Q (1 - e^{-\kappa_v^Q \tau})},
\]

\[
\phi_m(\tau) = \frac{\kappa_v^Q}{\tau (\kappa_v^Q - \kappa_m^Q)} \left[ \frac{1 - e^{-\kappa_m^Q \tau}}{\kappa_m^Q} - \frac{1 - e^{-\kappa_v^Q \tau}}{\kappa_v^Q} \right],
\]

\[
\phi_\lambda(\tau) = \frac{\mu_v^Q}{\tau (\kappa_v^Q - (\alpha - \beta^Q))} \left[ \frac{1 - e^{-(\alpha - \beta^Q) \tau}}{\alpha - \beta^Q} - \frac{1 - e^{-\kappa_v^Q \tau}}{\kappa_v^Q} \right] + \frac{E_t^Q[(J^s)^2](1 - e^{-(\alpha - \beta^Q) \tau})}{\tau (\alpha - \beta^Q)}.
\]

Note that for a given \( \tau \), the variance swap rate \( VS_{t,t+\tau} \) is a martingale under \( Q \)-measure.
Hence, under the objective probability $P$, $V_{S,t+t}$ follows the equation below

$$dV_{S,t+t} = [\phi_v(\tau)\sigma_v\gamma_v v_t + \phi_m(\tau)\sigma_m\gamma_m m_t - (\phi_v(\tau) + \beta_0\phi_\lambda(\tau))\mu^Q_t \lambda_t]dt$$
$$+ \phi_v(\tau)\sqrt{v_t}dB^P_{2t} + \phi_m(\tau)\sqrt{m_t}dB^P_{3t} + (\phi_v(\tau) + \beta_0\phi_\lambda(\tau))J^P_t dN_t.$$  

(9)

And as such, the difference of the drift components in (9) under the measure $Q$ and $P$ characterizes the term structure of risk premia across the time-to-maturity $\tau$ in the variance swap market, in spirit, which is similar to the definition of the variance swap premium in Aït-Sahalia, Karaman and Mancini (2015).

### 3.3 MCMC Estimation for Variance Swap Rates

In this section, we study the empirical performance of four models, including the model investigated by Pan (2002) (termed the “JP” model hereafter), the one examined by Egloff, Leippold and Wu (2010) (or the “ELW” model) and the one studied by Aït-Sahalia, Karaman and Mancini (2015) (or the “AKM” model) as well as our model with a self-exciting process for the jump intensity (or the “HJ” model). After calibrating the models to both the stock returns and the variance swap rate, we examine their goodness-of-fit performance and the dynamics of the filtered latent state variables.

To highlight the economic role of jumps in either price or volatility within the framework of the two-factor pure-diffusion model in Egloff, Leippold and Wu (2010), we calibrate all the four models to the empirical term structure of variance swap rates reported in Table 3, and then refer to the ELW model as the benchmark.

The estimation procedure is implemented by the Markov Chain Monte Carlo (MCMC) method. MCMC estimation is a Bayesian inference technique. Specifically, the MCMC method obtains the point estimator by sampling from a posterior distribution. Usually, the difficulty of MCMC comes from deriving a simple and easy posterior distribution. The basic idea of MCMC is that we assume some prior distribution on the parameter that needs to be estimated. Then, we find the posterior distribution of the parameter and draw samples from the posterior distribution. According to Bayesian Theorem, the posterior distribution
summarizes the sample information regarding the parameters and the latent variables:

\[ p(\Theta, V, J, G|Y) \propto p(Y|\Theta, V, J)p(\Theta, V, J) \]  

(10)

where \( \Theta \) is the set of model parameters, \( V \) is the latent volatility variable, \( J \) is the latent jump variable and \( Y \) is the sample data observable in the market. In particular, the latter three variables are vectors containing the time series of these latent variables. This posterior then combines the likelihood, \( p(Y|\Theta, V, J) \) and the prior, \( p(\Theta, V, J) \).

If we can directly sample for the distribution (10), the estimation procedure will be fairly easy. However, the posterior in (10) is usually not known in closed form, and so direct sampling is not feasible. Alternatively, we can sample by constructing a Markov Chain over the parameters and latent variables whose equilibrium transition density converges to the desired posterior distribution. The sampling procedure is done by iterations. The best estimate is the empirical mean of samples simulated. Before taking the mean value, we also need to cut off some samples from the beginning as it takes time to reach the stationary state. This refers to the ‘burn-in’ sample. Appendix C provides the details about the MCMC implementations of all the four models, including the ELW, JP, AKM and HJ model.\(^{11}\)

We conduct the model calibration that matches up the dynamics of the S&P500 index and the quoted variance swap rates in the market, reported in Table 3 by minimizing the root mean-squared errors (RMSEs):

\[ \text{RMSE}(\Theta; i) = \sqrt{\frac{\sum_{j=1}^{N}(E^P_i[V_{S_{t+t_j}}|\Theta] - E^P_{\text{Market}}[V_{S_{t+t_j}}|\Theta])^2}{N}}, \]  

(11)

for \( i \in \{ELW, JP, AKM, HJ\} \), and \( \Theta \) denotes the set of model parameters, and \( N = 5 \) indicates the total number of the time-to-maturities of variance swap contracts. Following such a procedure, we finally obtain all the required parameters, as reported in Table 4. It shows that the market prices of both the instantaneous variance and the central tendency factor, \( \gamma_v \) and \( \gamma_m \) are negative, despite moderate differences in absolute magnitude.\(^{11}\) For each model, we run 250,000 simulations and use the final 100,000 simulation paths for the purposes of the parameter estimation and pricing performance analysis.
### Table 4: Model Parameters

All the parameters are based on the data set reported in Table 3. The variance swap rates with five typical maturities (including 1-, 2-, 3-, 6- and 24-month time to maturity). All the four models, including ELW, JP, AKM and HJ Model, are calibrated to the data set composed of both variance swap rates and the S&P500 index log-returns in the sample period from November 4, 2008 to October 13, 2014.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>ELW</th>
<th>JP</th>
<th>AKM</th>
<th>HJ</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\kappa_p$</td>
<td>1.997</td>
<td>0.001</td>
<td>3.377</td>
<td>0.000</td>
</tr>
<tr>
<td>$\sigma_v$</td>
<td>0.521</td>
<td>0.000</td>
<td>0.648</td>
<td>0.000</td>
</tr>
<tr>
<td>$\kappa_m$</td>
<td>0.348</td>
<td>0.000</td>
<td>0.566</td>
<td>0.000</td>
</tr>
<tr>
<td>$\sigma_m$</td>
<td>0.330</td>
<td>0.000</td>
<td>0.320</td>
<td>0.000</td>
</tr>
<tr>
<td>$\theta_m$</td>
<td>0.054</td>
<td>0.000</td>
<td>0.051</td>
<td>0.000</td>
</tr>
<tr>
<td>$\rho$</td>
<td>-0.794</td>
<td>0.010</td>
<td>-0.772</td>
<td>0.011</td>
</tr>
<tr>
<td>$\gamma_s$</td>
<td>-0.024</td>
<td>0.943</td>
<td>-0.619</td>
<td>0.950</td>
</tr>
<tr>
<td>$\gamma_v$</td>
<td>-0.743</td>
<td>0.002</td>
<td>-0.417</td>
<td>0.003</td>
</tr>
<tr>
<td>$\gamma_m$</td>
<td>-0.629</td>
<td>0.001</td>
<td>-0.547</td>
<td>0.000</td>
</tr>
<tr>
<td>$\lambda_0$</td>
<td>-</td>
<td>-</td>
<td>0.064</td>
<td>0.000</td>
</tr>
<tr>
<td>$\lambda_1$</td>
<td>-</td>
<td>-</td>
<td>9.230</td>
<td>0.007</td>
</tr>
<tr>
<td>$\mu_j^P$</td>
<td>-</td>
<td>-</td>
<td>0.004</td>
<td>0.012</td>
</tr>
<tr>
<td>$\mu_j^Q$</td>
<td>-</td>
<td>-</td>
<td>-0.001</td>
<td>0.010</td>
</tr>
<tr>
<td>$\sigma_j$</td>
<td>-</td>
<td>-</td>
<td>0.111</td>
<td>0.000</td>
</tr>
<tr>
<td>$\mu_v^P$</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$\mu_v^Q$</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$\lambda_\infty$</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$\beta_0$</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$\sigma_{c_1}$</td>
<td>0.008</td>
<td>0.000</td>
<td>0.007</td>
<td>0.000</td>
</tr>
<tr>
<td>$\sigma_{c_2}$</td>
<td>0.001</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>$\sigma_{c_3}$</td>
<td>0.004</td>
<td>0.000</td>
<td>0.003</td>
<td>0.000</td>
</tr>
<tr>
<td>$\sigma_{c_4}$</td>
<td>0.006</td>
<td>0.000</td>
<td>0.004</td>
<td>0.000</td>
</tr>
<tr>
<td>$\sigma_{c_5}$</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
</tbody>
</table>
particular, the negative market price of variance risk ($\gamma_v$) is relatively smaller in absolute magnitude, compared with the results reported in several studies (see Bakshi and Kapadia (2003), Bondarenko (2004), Carr and Wu (2009) and Todorov (2009) among others).

The negative market prices make the statistical mean-reverting speeds ($\kappa_P$) larger and the statistical long-run means ($\theta_{Pm}$) smaller than their risk-neutral counterparts ($\kappa_Q$ and $\theta_{Qm}$, respectively) in all the four models. Linking back to Equation (12), the three long-term means show the order of $\theta_{Qm} > \theta_{Pm} > \theta_{Pv}$ in each model, while each of them presents a declining pattern across models due to the presence of jumps in variance, as suggested in Table 4. Moreover, since the risk neutral mean of the variance jump size is larger than the statistical mean in the AKM and HJ model, this indicates a negative jump risk premium in variance swap rates defined in Equation (9).

We now examine the performance of the four models in capturing the physical dynamics of the S&P500 index during the sample period. Based on estimated model parameters reported in Table 4 and latent volatility/jump variables, we calculate the standardized residuals for both return, volatility and long-term tendency variables, e.g., $\epsilon_{SP}^{t+1}$, $\epsilon_{v}^{t+1}$ and $\epsilon_{m}^{t+1}$. If a given model is correctly specified, the distribution of these three residuals should be close to $N(0,1)$. Figure 2 plots the kernel density estimators of $\epsilon_{SP}^{t+1}$, $\epsilon_{v}^{t+1}$ and $\epsilon_{m}^{t+1}$, separately. It clearly shows that the incorporation of jump in the state variables can significantly improve the model performance in capturing the dynamics of the S&P500 index. More importantly, the distributions of the kernel densities among all the four models suggest that a flexible specification of jump intensity in the HJ model can facilitate the model calibration, evident by the relatively small distance towards the standard normal distribution.

In addition to graphical illustrations, we further conduct tests on the performance of the standard residuals related to the state variables and of pricing VS contracts by using the Kolmogov-Smirnov (KS hereafter) test and the Bayes Factor. Table 5 reports the statistics of these tests for all the four models. The KS test results reject the null hypothesis that the model residuals follow $N(0,1)$, given the relatively large distance between the empirical cumulative distribution function (CDF) and the theoretical one, reported by the KS statistics, showing that none of these models can perfectly capture the dynamics of the S&P500 index.
Figure 2: Kernel Densities of Standardized Model Residuals. The kernel densities of standardized residuals of returns (denoted by $SP$), variance ($V$) and long-term variance ($M$) in ELW, JP, AKM and HJ Model. They are estimated using daily S&P500 log-returns and the variance swap rates between November 4, 2008 to October 13, 2014. There are 1,495 daily observations for each time-to-maturity.
and latent variables. But the KS statistics suggest that the calibration performance is improving from the ELW model to the HJ model. This is also confirmed by the Bayes Factors reported in Panel E. It shows that the JP, AKM and HJ model clearly outperform the ELW model in capturing the dynamics of the S&P5 index in the sample period from November 4, 2008 to October 13, 2014, demonstrating the importance of incorporating jumps in either returns or latent variables. The further comparison among the JP, AKM and HJ model suggests that jumps in variance may make relatively small contributions to the improvement in model calibration and pricing VS contracts in the sample period, supported by their small Bayes Factors. On the other hand, the p-values suggest that the 2- and 24-m VS contracts can be priced precisely in all the four models with the pricing errors following \( N(0,1) \), which will be further discussed in Section 3.3.

In the meantime, we examine the filtered latent volatility and jump variables. Figure 3 plots the dynamics of the state variables, \( v \) and \( m \) in the four models. Historically speaking, the volatility variable tended to be relatively stable, following highly volatile states in the financial crisis in 2008, and bounded up again in the European debt crisis from 2010 to 2012, and showed a small spike in 2015 when Chinese financial market experienced a significant turmoil in the summer. Compared with the JP model, the incorporation of jumps in volatility in the AKM and HJ model clearly widens the range of volatility states, which may better capture the dramatic changes in volatile market. In contrast, the long-term tendency variable \( m \) evolved gently over the sample period, and gradually turns down to the relative low level (with the annual rate of about 5%) in recent years, reflecting the clam sentiments among investors.

Figure 4 further plots the dynamics of the filtered jump variables over the sample period. First, the paths of the jump intensity \( \lambda_t \) in the AKM (JP as well) and HJ model are in sharp contrast due to their distinct specifications. Second, it seems that more jumps in volatility rather than the S&P500 index are captured, consistent with the dynamics of the index plotted in Figure 2. More interestingly, the AKM model tends to capture those positive jumps in the S&P500 index, while the negative jumps in the index are usually detected in the HJ model. Partially, this difference is rooted in the specification of the jump
Table 5: **Kolmogorov-Smirnov (KS) Test and Bayes Factors in ELW, JP, AKM and HJ Model.** The table provides Kolmogorov-Smirnov (KS) tests of the hypotheses that both the standardized residuals related to the index return, variance and long-term tendency factor of each of the four models (e.g., the ELW, JP, AKM and HJ model) and pricing errors of the 1-, 2-, 3-, 6- and 24-m VS contracts follow \( N(0,1) \). The KS statistics and p-values for model residuals and pricing errors are reported at the significance level of 5%. The residuals and pricing errors are collected in the sample period (11/04/2008-10/13/2014). The bayes factors (BF) (see Eraker, Johannes and Polson (2003) for more details) are calculated in the log-ratio differences, while the second model is the base. The first model is preferred if the Bayes Factor is larger than 10, e.g., BF > 10.
Dynamics of Filtered Volatility Variables ($v$ and $m$) in ELW, JP, AKM and HJ Model. The dynamics of the filtered volatility variables $V$ and $M$ in ELW, JP, AKM and HJ Model are reported. The time series of $v$ ($m$) is plotted by the solid (dashed) line. The dash-dotted line splits the full sample into the in-the-sample period and the out-of-sample one. There are 2,242 daily observations in the full sample with 1,495 observations in the sample period.

This further suggests that the latter specification for the jump intensity (e.g., $d\lambda_t = \alpha(\lambda_\infty - \lambda_t)dt + \beta_0J_t^e dN_t$ in the HJ model) can explain the style facts better in the empirical literature that market volatility is usually driven by unexpected price drops (see Li and Zinna (2017)).

In Section 2.1, we have identified the number of the common factor with $m = 3$ over the full sample of the VS contracts. Accordingly, their factor scores, the projections of the 10 VS contracts on these factors can be further worked out from the factor loadings. To investigate the linkage between the common factors and the risk factors ($v_t$, $m_t$, and $\lambda_t$) specified in the four models, we further examine the correlations between the estimated factor scores and state variables, as reported in Table 6. The results show that the estimated risk factors $v_t$ and $m_t$ are highly related to the first two common factors in all the models. In the HJ model, the
Figure 4: Dynamics of Filtered Jump Variables ($\lambda$, $J^S$, and $J^V$) in JP, AKM and HJ Model. The dynamics of the filtered jump variables $\lambda$, $J^S$ and $J^V$ in JP, AKM and HJ Model are reported. The dash-dotted line splits the full sample into the in-the-sample period and the out-of-sample one. There are 2,242 daily observations in the full sample with 1,495 observations in the sample period.
role of the third common factor is decomposed into the variance variable \( v \) (with the positive correlation) and the jump intensity variable \( \lambda_t \) (with the negative correlation). All these observations suggest that our model specification presents a tractable way to interpret the three common factors, suggesting that the incorporation of the self-exciting jump intensity process can improve the valuation performance for the VS contracts.

<table>
<thead>
<tr>
<th></th>
<th>ELW</th>
<th>JP</th>
<th>AKM</th>
<th>HJ</th>
</tr>
</thead>
<tbody>
<tr>
<td>( v_t )</td>
<td>0.858</td>
<td>0.500</td>
<td>0.334</td>
<td></td>
</tr>
<tr>
<td>( m_t )</td>
<td>0.120</td>
<td>0.989</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>( \lambda_t )</td>
<td>0.871</td>
<td>0.478</td>
<td>0.017</td>
<td></td>
</tr>
</tbody>
</table>

Table 6: Correlation between Factor Scores and Estimated State Variables in ELW, JP, AKM and HJ Model. The correlations between the factor scores estimated from the factor analysis and the time series of state variables from the MCMC procedure are calculated during the full sample period (11/04/2008-09/29/2017). For the ELW, JP and AKM model, we set \( m = 2 \) to work out the factor scores to reflect two risk factors in the pricing formula for a VS contract, while \( m \) is equal to 3 in the HJ model accordingly.

### 3.4 Model Performance

This section examines the performance of calibration in all the four models. First, the risk loadings on the components that make the contributions to the variance swap rates are analyzed. They present distinct behavior across time-to-maturities, showing the time-varying role of the state variables \((v_t, m_t, \lambda_t)\) in shaping the term structure of the variance swap rates. We then estimate the mean term structure of variance swap rates to verify the performance of model calibration. We further gauge the model stability by investigating the out-of-sample pricing performance over all the VS contracts. In addition to the mean term structure of the variance swap rates, we also follow the practice in the literature to formulate the model-based variance swap premiums (VRPs) which show the magnitude of VRPs highly depends the time-to-maturity of the contracts during the sample period.
3.4.1 Mean Term Structure of Variance Swap Rates

We now specify the mean term structure of variance swap rates in all the four models to investigate the contribution of each component to the determination of the rate. More specifically, we first obtain the mean term structure of variance swap rates under the objective probability measure $P$ by taking the unconditional expectation as follows:

\[
E^P_{ELW}[Vs_{t,t+\tau}] = (1 - \phi^{ELW}_v(\tau) - \phi^{ELW}_m(\tau))\theta^P_v + \phi^{ELW}_m(\tau)\theta^P_m,
\]

\[
E^P_{AKM}[Vs_{t,t+\tau}] = (1 + \lambda_1E_t^Q((J^s,Q)^2))(1 - \phi^{AKM}_v(\tau) - \phi^{AKM}_m(\tau))\theta^P_m + E_t^Q((J^s,Q)^2)\lambda_0
\]

\[
+ (1 + \lambda_1E_t^Q((J^s,Q)^2))\phi^{AKM}_v(\tau)\theta^P_v + (1 + \lambda_1E_t^Q((J^s,Q)^2))\phi^{AKM}_m(\tau)\theta^P_m,
\]

\[
E^P_{HJ}[Vs_{t,t+\tau}] = (1 - \phi^{HJ}_v(\tau) - \phi^{HJ}_m(\tau))\theta^Q_v + \phi^{HJ}_m(\tau)\lambda_\infty + \phi^{HJ}_v(\tau)\theta^P_v + \phi^{HJ}_m(\tau)\theta^P_m
\]

\[
+ \phi^{HJ}_\lambda(\tau)\theta^P_\lambda,
\]

where the mean term structure in the ELW model is a weighted average of the statistical mean of the instantaneous variance rate, $\theta^P_v$, the statistical mean of the central tendency factor, $\theta^P_m$ ($\theta^P_m$ instead in the AKM model where $\tilde{m} = (\kappa^Q_v m_t + \mu^Q_v \lambda_0)/\tilde{\kappa}^Q_v$ with $\tilde{\kappa}^Q_v = \kappa^Q_v - \mu^Q_v \lambda_1$), and the common risk-neutral (unconditional) long-term mean for both the variance rate $v_t$ and the central tendency $m_t$, $\theta^P_m$ ($\theta^P_m$ instead in the AKM model with $\tilde{\theta}^Q_m = (\kappa^Q_v \theta^Q_m + \mu^Q_v \lambda_0)/\tilde{\kappa}^Q_v$). In addition to these three factors, the constant jump intensity $\lambda_0$ is counted in the AKM model, while both the risk-neutral long-term mean of the jump intensity, $\lambda_\infty$ and the statistical intensity mean of the jump factor, $\theta^P_\lambda$ are taken into account in the HJ model. In particular, if $\lambda_0 = \lambda_1 = \alpha = \lambda_\infty = \beta_0 \equiv 0$, the jumps in both models vanish, and both models then converge to the ELW model. Also, the JP model can be regarded as a special case of the AKM model when both $\mu^Q_v$ and $\mu^P_v$ are set as zero (i.e., $\mu^Q_v = \mu^P_v \equiv 0$), and the intensity of jumps employs the same specification that is a linear function of variance.

As suggested in Equation (12), the loading coefficients measure the magnitude of the contemporaneous responses of the variance swap term structure towards unit shocks on risk components (e.g., variance, central tendency and jump). Panel A of Figure 5 plots the term structure of all risk responses. In all the four models, the monotonically decreasing function of risk loading coefficient over time shows that the variance risk factor $v_t$ has a transient and
Figure 5: Risk Loadings and Mean Term Structure of Variance Swap Rates. In Panel A, the contemporaneous responses of the variance swap term structure to unit shocks on the instantaneous variance rate $v_t$ (denoted by the solid line), the central tendency factor $m_t$ (e.g., $\phi_\lambda$ denoted by the dashed line) and the jump risk factor $\lambda_t$ (denoted by the solid line with “+” in HJ Model) are plotted, while the loading on the long-term mean of the central tendency ($\theta^Q$) is represented by the dotted line with “x”. The responses of other risk factors are denoted accordingly (e.g., $\phi_{\lambda_0}$ in JP and AKM Model and $\phi_{\lambda_{\infty}}$ in HJ Model), but $\phi_{\lambda_{\infty}}$ collapses to the horizontal axis due to their small values. In Panel B, the mean term structure of variance swap rates produced by ELW, JP, AKM and HJ Model is denoted by the dashed line, the dotted line, the solid line and the solid line with “x”, respectively, while the empirical means of the VS rates with the five time-to-maturities reported in Table 3 are represented by “◦”, while the other five VS contracts are represented by “□” (e.g., $\tau = 4, 5, 9, 12$ and 18 months). The in-the-sample period is from November 4, 2008 to October 13, 2014.
dominant contribution on the mean term structure of variance swap rates at short maturities, and such influence gradually declines over maturities.

In contrast, the impact of the central tendency factor \( m_t \) is mainly governed by \( \phi_m \) which is persistent and substantial over time to capture an upward-sloping mean term structure. This factor’s influence intensifies progressively with the increasing maturity since inception, as shown in the ELW model. Furthermore, when jumps in price or variance or both are allowed in the rest models, the coefficients of \( m_t \) increase steadily till the medium term and then turn down gradually afterwards, suggesting the declining contemporaneous contributions towards the term structure of variance swap rates. Moreover, the weight of the risk-neutral long-term mean \( \theta^Q \) (a constant) monotonically grows as the maturity of variance swap increases in all models as an additional adjustment, which is helpful to mitigate the derivation of variance rates in the long term.

It is distinguishable in the AKM and HJ model about the manner that the jump risk factor \( (\lambda_t) \) contributes to the responses of the variance swap term structure. Compared to the ELW model, the specification of the jump intensity in the AKM model suggests that the contribution of \( \lambda_t \) is decomposed into two components: the weight function \( \phi_{\lambda_0} \) and the weight adjustments on other factors (e.g., \( v_t \), \( m_t \) and \( \theta^Q \)) that result in the substantial upward shifts in the coefficients of \( v_t \), \( m_t \) and \( \theta^Q \). On the other hand, the self-exciting specification of the jump intensity in the HJ model suggests that the contribution of the jump component is characterized only by two factors: \( \lambda_\infty \) with the weight function \( \phi_{\lambda_\infty} \) and \( \lambda_t \) with \( \phi_{\lambda} \), independent of those risk factors associated with diffusion components. Nevertheless, the values of the latter weight function are very small to reflect high infrequency of jumps over the sample period.

Based on those response functions of the risk factors discussed above, we estimate the mean term structure of variance swap rates with a set of time-to-maturities from one month up to two years. As reported in Panel B of Figure 5, the variance swap rates with maturity up to two years range from 21% to 28% in terms of volatility percentage units. It seems that apart from the ELW model, the rest three models are calibrated to the empirical term structure of variance swap rates quite well during the in-the-sample period, and that both
the AKM and HJ model achieve the very close RMSE of about 0.60 volatility units (by referring to Table 7). Among all these models, in particular, the HJ model well captures the dynamics of the variance swap rate means across all the ten time-to maturities in the 6-year sample period from November 4, 2008 to October 13, 2014. This indicates that jumps in price or variance or both do play a crucial role in pricing variance swaps, and then reminds the importance of the jump risk (λ𝑡) as the third pricing factor, apart from the variance factor (𝑣𝑡) and the central tendency factor (𝑚𝑡) in the variance swap market, as suggested in Section 2.1.

3.4.2 Out-of-Sample Pricing Performance

We further gauge the stability of all the four models by investigating their out-of-sample performance of pricing the VS contracts. The out-of-sample period is from October 14, 2014 to September 29, 2017. This sample contains about 3 years of data, 747 daily observations for both the S&P500 index returns and the variance swap rates.

To corroborate the estimators obtained from the MCMC approach, we first analyze the variance swap pricing errors for the four models obtained in both the in-the-sample and out-of-sample analysis. Table 7 summarizes the pricing errors in both the in-the-sample and out-of-sample periods, which are defined as model-based minus actual variance swap rates, both in volatility terms.

First, the in-the-sample pricing errors of variance swaps suggest that the diffusion-jump models (e.g., the JP, AKM and HJ model) perform much better than the diffusion model (the ELW model) across all the time-to-maturities with 𝜏 = 1, 2, 3, 6, and 24 months, while the 2- and 24-m VS contracts can be priced with much smaller errors. Second, when the rich information in the S&P500 index is captured by the jump component, apart from diffusion ones, this greatly reduces pricing errors from 0.760 volatility units to 0.641, equivalently, a 15.78% decrease in pricing errors. Moreover, the introduction of jumps in volatility clearly can further enhance the pricing performance, evident by the decrease in the overall RMSE.

12As shown in Panel B of Figure 5, the price errors for the 4-, 5-, 9-, 12, and 18-m VS contracts during the in-the-sample period are also very small. To save space, we do not report those RMSEs in Table 7.
### Panel A: In-the-Sample Pricing Errors of Variance Swaps

<table>
<thead>
<tr>
<th>τ</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th>Overall</th>
</tr>
</thead>
<tbody>
<tr>
<td>ELW</td>
<td>RMSE</td>
<td>1.228</td>
<td>0.207</td>
<td>0.635</td>
<td>0.965</td>
<td>0.027</td>
</tr>
<tr>
<td></td>
<td>Bias</td>
<td>0.599</td>
<td>0.013</td>
<td>-0.344</td>
<td>-0.555</td>
<td>0.000</td>
</tr>
<tr>
<td>JP</td>
<td>RMSE</td>
<td>1.100</td>
<td>0.198</td>
<td>0.540</td>
<td>0.715</td>
<td>0.029</td>
</tr>
<tr>
<td></td>
<td>Bias</td>
<td>0.372</td>
<td>0.003</td>
<td>-0.192</td>
<td>-0.132</td>
<td>0.000</td>
</tr>
<tr>
<td>AKM</td>
<td>RMSE</td>
<td>1.047</td>
<td>0.079</td>
<td>0.498</td>
<td>0.690</td>
<td>0.029</td>
</tr>
<tr>
<td></td>
<td>Bias</td>
<td>0.140</td>
<td>-0.001</td>
<td>-0.057</td>
<td>0.155</td>
<td>0.000</td>
</tr>
<tr>
<td>HJ</td>
<td>RMSE</td>
<td>1.067</td>
<td>0.050</td>
<td>0.517</td>
<td>0.669</td>
<td>0.017</td>
</tr>
<tr>
<td></td>
<td>Bias</td>
<td>0.273</td>
<td>0.000</td>
<td>-0.139</td>
<td>-0.024</td>
<td>0.000</td>
</tr>
</tbody>
</table>

### Panel B: Out-of-Sample Pricing Errors of Variance Swaps

<table>
<thead>
<tr>
<th>τ</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th>Overall</th>
</tr>
</thead>
<tbody>
<tr>
<td>ELW</td>
<td>RMSE</td>
<td>0.930</td>
<td>0.081</td>
<td>0.483</td>
<td>0.873</td>
<td>0.049</td>
</tr>
<tr>
<td></td>
<td>Bias</td>
<td>0.653</td>
<td>0.009</td>
<td>-0.385</td>
<td>-0.753</td>
<td>0.002</td>
</tr>
<tr>
<td>JP</td>
<td>RMSE</td>
<td>0.870</td>
<td>0.064</td>
<td>0.439</td>
<td>0.753</td>
<td>0.039</td>
</tr>
<tr>
<td></td>
<td>Bias</td>
<td>0.576</td>
<td>0.002</td>
<td>-0.338</td>
<td>-0.615</td>
<td>0.000</td>
</tr>
<tr>
<td>AKM</td>
<td>RMSE</td>
<td>0.795</td>
<td>0.041</td>
<td>0.388</td>
<td>0.666</td>
<td>0.028</td>
</tr>
<tr>
<td></td>
<td>Bias</td>
<td>0.485</td>
<td>0.002</td>
<td>-0.283</td>
<td>-0.504</td>
<td>.001</td>
</tr>
<tr>
<td>HJ</td>
<td>RMSE</td>
<td>0.801</td>
<td>0.031</td>
<td>0.392</td>
<td>0.649</td>
<td>0.025</td>
</tr>
<tr>
<td></td>
<td>Bias</td>
<td>0.500</td>
<td>0.001</td>
<td>-0.290</td>
<td>-0.506</td>
<td>0.000</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>τ</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th>Overall</th>
</tr>
</thead>
<tbody>
<tr>
<td>ELW</td>
<td>RMSE</td>
<td>0.186</td>
<td>0.060</td>
<td>0.205</td>
<td>0.118</td>
<td>0.495</td>
</tr>
<tr>
<td></td>
<td>Bias</td>
<td>0.106</td>
<td>-0.012</td>
<td>-0.086</td>
<td>0.005</td>
<td>0.316</td>
</tr>
<tr>
<td>JP</td>
<td>RMSE</td>
<td>0.178</td>
<td>0.030</td>
<td>0.187</td>
<td>0.131</td>
<td>0.433</td>
</tr>
<tr>
<td></td>
<td>Bias</td>
<td>0.111</td>
<td>-0.005</td>
<td>-0.070</td>
<td>0.015</td>
<td>0.281</td>
</tr>
<tr>
<td>AKM</td>
<td>RMSE</td>
<td>0.165</td>
<td>0.029</td>
<td>0.171</td>
<td>0.157</td>
<td>0.406</td>
</tr>
<tr>
<td></td>
<td>Bias</td>
<td>0.075</td>
<td>-0.003</td>
<td>-0.042</td>
<td>0.014</td>
<td>0.211</td>
</tr>
<tr>
<td>HJ</td>
<td>RMSE</td>
<td>0.168</td>
<td>0.021</td>
<td>0.164</td>
<td>0.163</td>
<td>0.400</td>
</tr>
<tr>
<td></td>
<td>Bias</td>
<td>0.079</td>
<td>-0.001</td>
<td>-0.041</td>
<td>0.016</td>
<td>0.207</td>
</tr>
</tbody>
</table>

Table 7: Pricing Errors of Variance Swap Rates in ELW, JP, AKM and HJ Model. The pricing errors is defined as the model-based minus observed variance swap rates, both in volatility percentage units, e.g., \((\sqrt{V_{S_{Model}}^{t+\tau}} - \sqrt{V_{S_{Market}}^{t+\tau}}) \times 100\). Both the mean (Bias) and RMSE of pricing errors for variance swap rates under all the four models both in the sample period (11/04/2008-10/13/2014) and out of sample period (10/14/2014-09/29/2017).
### Table 8: Diebold-Mariano (DM) Test for Pricing Errors of Variance Swap Rates in ELW, JP, AKM and HJ Model

The DM test conducts a one-sided t-statistic test for the time series of the squared pricing errors, e.g., \( \{ e^2_t \}_{t=1}^T \), where the pricing error is defined in Table 7. The test statistics measure whether the first model in each pair has significantly smaller squared pricing errors than the second model, as indicated by the positive sign and the negative one otherwise. The critical value at the 5% level for the one-sided test (e.g., the left- or right-tailed one) is ±1.76.

The full sample splits into two periods: the in-the-sample one (11/04/2008-10/13/2014) and the out-of-sample one (10/14/2014-09/29/2017).

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3.446</td>
<td>2.658</td>
<td>3.287</td>
<td>1.364</td>
<td>1.379</td>
<td>-0.864</td>
</tr>
<tr>
<td>3</td>
<td>4.143</td>
<td>3.653</td>
<td>4.322</td>
<td>2.202</td>
<td>1.938</td>
<td>-1.380</td>
</tr>
<tr>
<td>6</td>
<td>3.215</td>
<td>2.437</td>
<td>3.275</td>
<td>0.426</td>
<td>1.781</td>
<td>0.518</td>
</tr>
</tbody>
</table>

Panel A: DM Test for In-the-Sample Pricing Errors of Variance Swaps

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2.870</td>
<td>3.352</td>
<td>5.357</td>
<td>3.819</td>
<td>9.421</td>
<td>-0.389</td>
</tr>
<tr>
<td>3</td>
<td>2.863</td>
<td>3.362</td>
<td>5.321</td>
<td>3.946</td>
<td>12.328</td>
<td>-0.319</td>
</tr>
<tr>
<td>6</td>
<td>2.692</td>
<td>2.712</td>
<td>4.570</td>
<td>2.664</td>
<td>6.537</td>
<td>0.449</td>
</tr>
<tr>
<td>4</td>
<td>3.256</td>
<td>4.741</td>
<td>3.755</td>
<td>4.369</td>
<td>3.546</td>
<td>-1.702</td>
</tr>
<tr>
<td>9</td>
<td>2.734</td>
<td>2.569</td>
<td>3.014</td>
<td>2.217</td>
<td>2.906</td>
<td>2.580</td>
</tr>
<tr>
<td>12</td>
<td>-2.104</td>
<td>-4.557</td>
<td>-5.141</td>
<td>-6.126</td>
<td>-6.404</td>
<td>-2.017</td>
</tr>
<tr>
<td>18</td>
<td>2.603</td>
<td>2.561</td>
<td>3.075</td>
<td>2.048</td>
<td>3.443</td>
<td>0.859</td>
</tr>
</tbody>
</table>

Panel B: DM Test for Out-of-Sample Pricing Errors of Variance Swaps
from 0.641 in the JP model to 0.605 in the AKM model (namely, a 5.62% decrease in pricing errors) and 0.609 in the HJ model (e.g., 4.99%). As a result, jump in both the index and volatility can improve the pricing performance by over 20% in total. Third, the overall in-the-sample performance of the HJ model is competitive with the AKM model, implying that the self-exciting specification for the jump intensity is a good alternative for the one of the linear function of the volatility (e.g., $\lambda_t = \lambda_0 + \lambda_1 v_t$).\(^{13}\) Interestingly, the AKM model apparently has the better pricing performance in those short-term contracts (e.g., the 1-, 2- and 3-m VS contracts), while those medium- and long-term contracts (e.g., the 6- and 24-m ones) can be priced with relatively smaller errors.

The out-of-sample pricing performance in Panel B of Table 7 confirms the stability of these models. Clearly, the incorporation of jumps in both the index and volatility (e.g., the AKM and HJ model) can improve the performance of model calibration to the quoted variance swap rates in terms of root mean square error (RMSE) and bias. Also, the 2- and 24-m VS contracts can be priced with high precision, consistent with their performance in the sample period. Meanwhile, the HJ model outperforms the AKM model for the 2- and 24-m VS contracts, and obtains the very close overall RMSEs with the AKM model for the other contracts, similarly to the one presented in Panel A. Moreover, the HJ model performs better in pricing those medium- and long-term contracts, while the relative better performance of those short-term contracts can be observed in the AKM model.

Furthermore, Panel C of Table 7 reports the pricing errors of the 4-, 5-, 9-, 12- and 18-m VS contracts which are not used for model calibration in the sampler period. Surprisingly, the overall performance of the four models is substantially improved across all the time-to-maturities, with the overall RMSE of 0.22 volatility units, compared with the performance in the 1-, 2-, 3-, 6- and 24-m VS contracts, with the overall RMSE ranging from 0.611 units in the ELW model to 0.494 units in the HJ model. This then indicates the less information in these contracts, consistent with our analysis in Section 2.2. These results then confirm

\(^{13}\)Note that the self-exciting specification for the jump intensity proposed in this article has another advantage, compared with the linear specification. That’s, this specification may provide an analytical solution to the dynamic asset allocation problem in the variance swap market, while the latter one does not. This further motivates us to investigate the role of jump in variance swap investments.
that the 1-, 2-, 3-, 6- and 24-m VS contracts indeed possess the richest information in the variance swap market underlying the S&P500 index.

Finally, we conduct the Diebold-Mariano (DM) test (Diebold and Mariano (1995)) which is indeed a t-statistic test to the pricing errors for all the four models. Table 8 reports the statistics for both the in-the-sample and out-of-sample pricing errors. The results show that in both periods, the HJ model outperforms the AKM model for the 2- and 24-m VS contracts, while they achieve the very close pricing performance for the 1-, 3- and 6-m VS contracts. For the 4-, 5-, 9- and 12-m VS contracts, none of these model can persistently outperform the others across all the time-to-maturities, partially rooted in the relatively small RMSEs in all the models. In particular, the HJ model overwhelmingly outperforms the others for the 5- and 9-m VS contracts, and achieves the very close performance with the AKM model for the 4- and 8-m VS contracts.

3.4.3 Term Structure of Variance Risk Premiums (VRPs)

After examining the calibration of the mean term structure of the variance swap rates and the out-of-sample pricing performance, we further investigate the dynamics of the variance risk premiums (VRPs) which reflect how much investors are willing to pay against variance risk. Following Aıt-Sahalia, Karaman and Mancini (2015), the annualized time-t variance risk premium (VRP) is defined as the difference between the objective and risk-neutral quadratic variations at time t as follows:

$$
VRP(t, \tau) = E_t^P[QV_{t,t+\tau}] - E_t^Q[QV_{t,t+\tau}]
$$

$$
= E_t^P \left[ \frac{1}{\tau} \int_t^{t+\tau} v_u du + \frac{1}{\tau} \sum_{u=N_t}^{N_{t+\tau}} (J_u^x)^2 \right] - E_t^Q \left[ \frac{1}{\tau} \int_t^{t+\tau} v_u du + \frac{1}{\tau} \sum_{u=N_t}^{N_{t+\tau}} (J_u^x)^2 \right]. \tag{13}
$$

It represents the expected payoff for a long position in a VS contract over the period from $t$ to $t + \tau$. Also, this measure provides rich information of aggregate risk aversion amongst investors toward economic uncertainty (Bollerslev, Tauchen and Zhou (2009)). The definition of the VRP in Equation (13) implies the contribution of the jump component in the current
setup can be formulated as 

$$VRP_J(t, \tau) = E^P_t \left[ \frac{1}{\tau} \sum_{u=N_t}^{N_t+\tau} (J^u)^2 \right] - E^Q_t \left[ \frac{1}{\tau} \sum_{u=N_t}^{N_t+\tau} (J^u)^2 \right].$$

The upper panel in Figure 6 plots the term structure of the VRPs over time. Over the full sample period, the VRPs are negative across to the time-to-maturities, and start to converge when the market regains the recovery from the 2008 financial crisis and the 2010-2102 European debt crisis. In particular, dynamics of the 1-m VRPs suggest that as the response to the Lehman Brothers’ bankruptcy on September 15, 2008, the 1-m VRPs present the highest level in absolute magnitude in the early sample period, increase moderately during the European crisis, and then stay at the low level in the rest sample period, showing that the short-term economic uncertainty among investors has been substantially mitigated especially in the recent years. In contrast, the long-term (24-m) VRPs are much larger than the others in absolute magnitude in all the models, showing that investors are willing to pay more premiums to hedge unexpected increases in variance in the long run. More specifically, investors have started to pay less (about 1% on average) when facing tranquil markets (e.g., since 2012 after the European debt crisis), compared with the more premiums paid in the volatile market due to the “search-for-yield” effect, for example, ranging from 1% to 5% in the ELW model during the financial crisis in 2008. It seems that the JP model delivers the relatively small VRPs across all maturities, while the VRPs produced by the AKM and HJ model exhibit very similar behavior. In sum, these plots complement the empirical results reported in Aït-Sahalia, Karaman and Mancini (2015) after the financial crisis in 2008.

Similarly, the term structure of the jump VRPs implied in the JP, AKM and HJ model are plotted in the low panel in Figure 6. Compared with the VRPs reported in the upper panel, the jump VRPs are much smaller in each time-to-maturity category. Since the jump intensity depends on the variance state variable in both the JP and AKM model, e.g., $\lambda_t = \lambda_0 + \lambda_1 v_t$, the jump VRPs behave similarly to those VRPs in the upper panel. On the other hand, the dynamics of the jump VRPs in the HJ model are quite different from those in the JP and AKM model, mainly because of its distinct specification of the jump intensity. Meanwhile,
Figure 6: Term Structure of Variance Risk Premiums (VRPs). In the top panel, the term structures of variance swap premiums produced by ELW, JP, AKM and HJ Model across the 1-, 2-, 3-, 6- and 24-m time-to-maturities are denoted by the solid line, the dotted line, the dashed line, the dash-dotted line and the solid line with “+”, respectively, while the term structure of the jump risk premiums in these models are plotted similarly. The sample period ranges from November 4, 2008 to September 27, 2017.
the HJ model produces much larger premiums in absolute magnitude, on average, ranging from 0.045% for $\tau = 1$ month to 0.345% for $\tau = 24$ months, compared with the corresponding premium of 0.003% and 0.047% in the AKM model. These gaps in the jump VRPs suggest that the value of jump risk in the JP and AKM model might be underestimated, which may further result in a substantial loss in investors’ economic benefits, as discussed in Section 5.

4 Predictability of Stock Returns

To understand the nature of these pricing models better, we now further exploit the predictability of stock returns using the information extracted from the out-of-sample VS contracts under these models. The underlying logic is rooted in the observation that since the variance swap rate can be formulated with both model parameters and state variables in each model, this then builds up a direct channel between the variance swap rates and the state variables in a model-based setup. More specifically, by exactly the manner as in the derivation of (7) in Section 3.2, we can show that the expected excess log return under the probability $P$, $E \left[ \ln \left( \frac{S_{t+\tau}}{S_t} \right) \right] - r$ is also a linear function of the state variables $v_t, m_t$ and $\lambda_t^{14}$. From (7) again, the vector $X = (v_t, m_t, \lambda_t)'$ can be represented as $X = c_0 + c_1 \tilde{V}S$, where $c_0$ is a $3 \times 1$ vector, $c_1$ is a $3 \times 3$ matrix, and $\tilde{V}S = (VS_{t+\tau_1}, VS_{t+\tau_2}, VS_{t+\tau_3})'$ with three different maturities $\tau_1, \tau_2, \text{and} \tau_3$. As a result, $E \left[ \ln \left( \frac{S_{t+\tau}}{S_t} \right) \right] - r$ can be rewritten as a linear function of $\tilde{V}S$. These results lead to the predictive regression models with variance swap rates as predictors in this paper.

On the one hand, a number of recent empirical studies document that the information embedded in the VS contracts (for example, the variance risk premium (VRP)) has the power to predict stock returns in short horizons (e.g, Bollerslev, Tauchen and Zhou (2009) and Li and Zinna (2017) among others). This consensus in the empirical literature is also supported by the analysis in Section 3.1. On the other hand, Adrian and Rosenberg (2008)

\[ E^P \left[ \ln \left( \frac{S_{t+\tau}}{S_t} \right) \right] = (r - \delta)\tau + \gamma_s (1 - \rho^2) + \gamma_v \rho - 1/2 \int_t^{t+\tau} E^P[v_s] ds - (\mu^P - \mu^P) \int_t^{t+\tau} E^P[\lambda_s] ds. \]

The detailed formulas under the ELW, JP, AKM and HJ model are available upon request.

\[ ^{14} \text{To see this, recall that} \]
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evidence that both the long- and short-run components of market volatility are significantly priced towards the attribution of stock returns. As a result, by virtue of this channel, we can measure the efficiency of a pricing model that extracts the information from the VS contracts in terms of by its predictability of stock returns, apart from the performance of pricing VS contracts.

Following the definition of the $k$-period return $R_{t+k,t}$ in Equation (2), we consider the regressions of the S&P500 index returns on the state variables and on the VRPs estimated from the VS contracts as follows:

\[
R_{t+k,t} = b_0(k) + b_v(k)v_t + b_m m_t + b_{\lambda}(k)\lambda_{1_{M_i=HJ}} + \epsilon_t(k),
\]

where the state variables $v_t$, $m_t$ and $\lambda_t$ are estimated by calibrating the models to the VS contracts in the out-of-sample period, and $1_{(\cdot)}$ is equal to one if the HJ model is considered and zero for the ELW, JP and AKM model, while $VRP_\tau$ indicates the estimated VRPs from the VS contracts in the model. In both regressions, we use the adjusted $R^2$ to measure the prediction performance in each model.

We further define an out-of-sample $R^2$ measure as follows:

\[
R^2_{OS,M_i-M_j}(k) = 1 - \frac{\sum_{l}^{N(k)}(R_{t+k,t} - \hat{R}_{t+k,t}^{M_i})^2}{\sum_{l}^{N(k)}(R_{t+k,t} - \hat{R}_{t+k,t}^{M_j})^2},
\]

where $\hat{R}_{t+k,t}$ indicates the predicated cumulated returns under Model $M_i$, and $N(k)$ presents the number of observations with the forecasting horizon ($k$). In each model, we estimate $\hat{R}_{t+k,t}$ as follows:

- We choose a set of the VS contracts during the out-of-sample period, and run the minimization at time $t$, for example, under HJ Model:

\[
\min_{v_t>0, m_t>0, \lambda_t>0} \sum_{\tau} (VS_{t,\tau} - \phi_{\theta}(\tau)\theta_{v}^{Q} - \phi_{\lambda_{\infty}}(\tau)\lambda_{\infty} - \phi_{v}(\tau)v_t - \phi_{m}(\tau)m_t - \phi_{\lambda}(\tau)\lambda_t)^2,
\]

where the coefficients $\phi_{\theta}$, $\phi_{\lambda_{\infty}}$, $\phi_{v}$, $\phi_{m}$ and $\phi_{\lambda}$ can be obtained in Equation (7) from the
selected variance swap rates with time-to-maturities $\tau$s. The objective function in the
minimization can be formulated similarly under the other models.

- We then use the estimated state variables $\hat{v}, \hat{m}$ and $\hat{\lambda}$ to run the first regression in
Equation (14) to collect the coefficient estimators, $\hat{b}_0, \hat{b}_v, \hat{b}_m$ and $\hat{b}_\lambda$ for each horizon $k$.

- The estimated cumulated return $\hat{R}_{t+k,t}$ is then given by

$$
\hat{R}_{t+k,t} = \hat{b}_0(k) + \hat{b}_v(k)\hat{v}_t + \hat{b}_m\hat{m}_t + \hat{b}_\lambda(k)\hat{\lambda}_t \mathbf{1}_{M_t=HJ}.
$$

For a comprehensive comparison, we finally conduct a regression of the $k$-period return $R_{t+k,t}$
on all the 10 VS contracts, and follow the PCA analysis used in Section 2.2 to extract the
full information embedded in the sample.

Table 9 reports the regression statistics to measure the return predictability of the state
variables estimated from the out-of-sample VS contracts with the time-to-maturities of $\tau = 1, 2, 3, 6, \text{and } 24$ months.\footnote{We check the correlations of the latent variables used in the regressions, and find that in all the models, the correlation coefficients among the state variables ($v, m, \lambda$) and $\lambda \equiv 0$ in the ELW model are lower than 0.50 in absolute magnitude with all the forecasting horizons.} The resulted adjusted-$R^2$ suggests that the estimated volatility and jump variables do have the power to predict the S&P500 index returns in all the models, while $R^2_{\text{OSS}}$ suggest that the HJ model can capture more information from the VS contracts to have better predication on the underlying stock return in the long run. Moreover, it seems that the incorporation of jumps in volatility, associated with a flexible specification of jump intensity, may improve the predictability of the index returns in terms of adjusted-$R^2$s, but its magnitude is partially impacted by less jumps in the out-of-sample period, as shown in
Figure 4. More interestingly, Panel C in Table 9 shows that the VRPs with various time-to-
maturities have the close performance in predicting stock return over all the horizons, which
somehow devalues the importance of the VRPs in stock return predictability widely studied
in the literature.\footnote{We also check the prediction performance of the VRPs obtained in the JP, AKM and HJ model, and have the very similar results observed in the ELW model.}

Finally, the PCA analysis on the regression of $R_{t+k,t}$ on all the VS contracts shows that
### Panel A: Regressions on State Variables with $V_{S,t+t',\tau=1,2,3,6,24}$

<table>
<thead>
<tr>
<th>Model</th>
<th>$R^2$</th>
<th>Forecasting Horizon (k months)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Adj-$R^2$</td>
<td>1</td>
</tr>
<tr>
<td>ELW</td>
<td>0.073</td>
<td>0.144</td>
</tr>
<tr>
<td>JP</td>
<td>0.073</td>
<td>0.142</td>
</tr>
<tr>
<td>AKM</td>
<td>0.073</td>
<td>0.140</td>
</tr>
<tr>
<td>HJ</td>
<td>0.071</td>
<td>0.147</td>
</tr>
<tr>
<td>JP-ELW</td>
<td>$R^2_{OS}$</td>
<td>0.000</td>
</tr>
<tr>
<td>AKM-ELW</td>
<td>$R^2_{OS}$</td>
<td>0.000</td>
</tr>
<tr>
<td>HJ-ELW</td>
<td>$R^2_{OS}$</td>
<td>0.000</td>
</tr>
<tr>
<td>HJ-JP</td>
<td>$R^2_{OS}$</td>
<td>0.000</td>
</tr>
<tr>
<td>HJ-AKM</td>
<td>$R^2_{OS}$</td>
<td>0.000</td>
</tr>
</tbody>
</table>

### Panel B: Regressions on State Variables with All VS Contracts

<table>
<thead>
<tr>
<th>Model</th>
<th>$R^2$</th>
<th>Forecasting Horizon (k months)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Adj-$R^2$</td>
<td>1</td>
</tr>
<tr>
<td>ELW</td>
<td>0.074</td>
<td>0.146</td>
</tr>
<tr>
<td>JP</td>
<td>0.073</td>
<td>0.144</td>
</tr>
<tr>
<td>AKM</td>
<td>0.073</td>
<td>0.142</td>
</tr>
<tr>
<td>HJ</td>
<td>0.072</td>
<td>0.146</td>
</tr>
<tr>
<td>JP-ELW</td>
<td>$R^2_{OS}$</td>
<td>0.000</td>
</tr>
<tr>
<td>AKM-ELW</td>
<td>$R^2_{OS}$</td>
<td>0.000</td>
</tr>
<tr>
<td>HJ-ELW</td>
<td>$R^2_{OS}$</td>
<td>0.000</td>
</tr>
<tr>
<td>HJ-JP</td>
<td>$R^2_{OS}$</td>
<td>0.000</td>
</tr>
<tr>
<td>HJ-AKM</td>
<td>$R^2_{OS}$</td>
<td>0.000</td>
</tr>
</tbody>
</table>

### Panel C: Regressions on VRPs Estimated from $V_{S,t+t',\tau=1,2,3,6,24}$

| $VRP_{ELW}^{1m}$ | Adj-$R^2$ | 0.071  | 0.140 | 0.070 | 0.112 | 0.392 |
| $VRP_{ELW}^{2m}$ | Adj-$R^2$ | 0.071  | 0.137 | 0.075 | 0.124 | 0.389 |
| $VRP_{ELW}^{3m}$ | Adj-$R^2$ | 0.071  | 0.134 | 0.081 | 0.134 | 0.387 |
| $VRP_{ELW}^{6m}$ | Adj-$R^2$ | 0.069  | 0.121 | 0.099 | 0.175 | 0.376 |
| $VRP_{ELW}^{24m}$ | Adj-$R^2$ | 0.033  | 0.031 | 0.157 | 0.3791 | 0.087 |

**Table 9: Out-of-Sample Return Predictability in ELW, JP, AKM and HJ Model.**

The stock return predictability of the state variables is examined in the out-of-sample period (10/14/2014-09/29/2017) with the 1-, 2-, 3-, 6-, 24-m VS contracts (in Panel A) and all the ten VS contracts with $\tau = 1, 2, 3, 4, 5, 6, 9, 12, 18, 24$ (in Panel B), while Panel C reports the regression statistics on VRPs estimated in Section 3.4.3 under ELW Model, and the results under the others are very similar.
Table 10: **Regression Statistics of the Out-of-Sample Return Predictability on All VS Contracts.** In Panel A, the stock return predictability of all the VS contracts is examined in the out-of-sample period (10/14/2014-09/29/2017) by applying the PCA decomposition with 7 PCA factors (< 10). In Panel B and C, the AICs and BICs obtained from the regressions are reported.
only about 7 VS contracts of 10 are sufficient to achieve the much high prediction power in
the future stock returns, as implied by the marginal changes in both the AICs and BICS. As
a result, we do not report the regression statistics with more factors. In sum, Table 9 and
10 suggest that using the variance swap rates (equivalently, the state variable $v, m$ and $\lambda$),
rather than the VRPs, can achieve better predictability of the underlying stock returns.

5 Empirical Analysis on Variance Swap Investments

The preceding analysis suggests that all the four models can be calibrated to the empirical
mean term structure of variance swap rates quite well. In particular, the very close per-
formance in valuing variance swap rates indicates that the HJ model can serve as a good
alternative for the AKM model for the valuation purpose. On the other hand, it is still
unclear how jumps in variance may affect investor’s decisions on variance swap investments.
Since the AKM model seems hard to provide an analytical solution to the problem of vari-
ance swap allocation, as shown later, we mainly consider the other three models (namely,
the ELW, JP and HJ model). Specifically, we analyze the optimal allocations to variance
swap contracts, study the role of jumps in variance swap portfolios, and quantify the cost of
economic welfare in investing variance swaps in the presence of both model and parameter
mis-specification in the absence of the third variance swap contract.

5.1 Optimal Variance Swap Allocation: Theoretical Results

We first solve the optimal portfolio choice problem with variance swaps before stepping into
an empirical analysis. Specifically, to better understand a risk-averse investor’s behavior in
variance investments in a stochastic environment, particularly in comparison with the short-
long strategy in the pure-diffusion model of Egloff, Leippold and Wu (2010), we consider a
model where this investor can trade three variance swaps and a money market account.\footnote{It is worth mentioning that incorporating the stock will introduce two more sources of risk: the diffusion $B^P_t$ and the jump $N_t$ with jump size $\Delta t^{\alpha,P}$. In essence, the jump in stock price and the jump in volatility are considered as two different jumps although they occur simultaneously because the two jumps have different random jump sizes. As a result, in order to deliver closed-form solution to the optimal portfolio choice problem when the investor can invest in the stock, we need to incorporate a new asset in addition to the}
As in Egloff, Leippold and Wu (2010) and Jin and Zhang (2012), we assume that at time \( t \) the investor initiates three new variance swap contracts with the delivery prices equal to the prevailing variance swap rates \( K_1 = V S_{t,t+\tau_1} \), \( K_2 = V S_{t,t+\tau_2} \) and \( K_3 = V S_{t,t+\tau_3} \). Thus her wealth \( W_t \) can be written as

\[
W_t = W^M_t + W_{1t}(V S_{t,t+\tau_1} - K_1) + W_{2t}(V S_{t,t+\tau_2} - K_2) + W_{3t}(V S_{t,t+\tau_3} - K_3),
\]

where \( W^M_t \) denotes the amount of money invested in the money market account, and \( W_{1t}, W_{2t} \) and \( W_{3t} \) denote the dollar notional amount invested in the three variance swaps, respectively.

As a result, we can write the wealth dynamics as

\[
\frac{dW_t}{W_t} = r_t dt + w_{1t} dV S_{t,t+\tau_1} + w_{2t} dV S_{t,t+\tau_2} + w_{3t} dV S_{t,t+\tau_3}
\]

Plugging the equations for variance swaps into Equation (16), we can recast the wealth stochastic. The price of the new asset is driven by the diffusion \( B^P_t \). For this, we can extend the stock price model in Section 2.3 of Liu (2007) by incorporating jump in the stock price. Specifically, the stock price is

\[
dS_t = (r_t + \gamma_v \rho_v + \gamma_s r_t)dt + \sigma \sqrt{r_t} dB^P_t + \rho \sqrt{r_t} dB^B_{2t} + (\exp(J^s,P_t) - 1)dN_t - g P \lambda_t dt,
\]

where \( r_t \) is the short rate. And then the investor is allowed to trade a zero-coupon bond, the stock and three variance swaps. In this model, the variance swap rate includes a new term \( R_t = \mathbb{E}^Q \left[ \exp \left( - \int_t^T r_s ds \right) \int_t^T r_s ds \right] \). The dynamics of the expectation can be explicitly derived by using the methods in Duffie, Pan and Singleton (2000) for an affine short rate process. In particular, by adopting the Vasicek model for the short rate \( r_t \), we can solve the optimal portfolio choice problem in the ODE-based closed form. If \( r_t \) is modeled by the CIR process, then, unlike the previous case, the optimal portfolio choice problem can be solved by combining the simulation-based method in Jin and Zhang (2012) and the ODE-based approach in the present paper. A noteworthy feature of the new model is that we can study how the interest rate affects the variance swap rate due to the presence of the new term \( R_t \) and the investor’s demands for the stock, the bond and variance swap. Allowing the investor to access both stock and bond in addition to variance swap will certainly enrich the analysis. We leave this extension as future research. Also, we will show that a third variance swap is redundant in the model of A¨ıt-Sahalia, Karaman and Mancini (2015).
dynamics as

\[
\frac{dW_t}{W_t} = r_t dt + \int \left[ \phi_v(\tau_1) \sigma_v \gamma_v v_t + \phi_m(\tau_1) \sigma_m \gamma_m m_t - (\phi_v(\tau_1) + \beta_0 \phi_\lambda(\tau_1)) \mu_v^Q \lambda_t \right] dt
\]

\[
+ w_{1t} \left[ \phi_v(\tau_2) \sigma_v \gamma_v v_t + \phi_m(\tau_2) \sigma_m \gamma_m m_t - (\phi_v(\tau_2) + \beta_0 \phi_\lambda(\tau_2)) \mu_v^Q \lambda_t \right] dt
\]

\[
+ w_{2t} \left[ \phi_v(\tau_3) \sigma_v \gamma_v v_t + \phi_m(\tau_3) \sigma_m \gamma_m m_t - (\phi_v(\tau_3) + \beta_0 \phi_\lambda(\tau_3)) \mu_v^Q \lambda_t \right] dt
\]

\[
+ w_{3t} \left[ \phi_v(\tau_3) \sigma_v \gamma_v v_t + \phi_m(\tau_3) \sigma_m \gamma_m m_t - (\phi_v(\tau_3) + \beta_0 \phi_\lambda(\tau_3)) \mu_v^Q \lambda_t \right] dt
\]

\[
+ w_{1t} \left[ \phi_v(\tau_1) \sigma_v \sqrt{d} B_{2t}^P + \phi_m(\tau_1) \sigma_m \sqrt{d} B_{3t}^P + (\phi_v(\tau_1) + \beta_0 \phi_\lambda(\tau_1)) J_{1t}^{vP} dN_t \right]
\]

\[
+ w_{2t} \left[ \phi_v(\tau_2) \sigma_v \sqrt{d} B_{2t}^P + \phi_m(\tau_2) \sigma_m \sqrt{d} B_{3t}^P + (\phi_v(\tau_2) + \beta_0 \phi_\lambda(\tau_2)) J_{1t}^{vP} dN_t \right]
\]

\[
+ w_{3t} \left[ \phi_v(\tau_3) \sigma_v \sqrt{d} B_{2t}^P + \phi_m(\tau_3) \sigma_m \sqrt{d} B_{3t}^P + (\phi_v(\tau_3) + \beta_0 \phi_\lambda(\tau_3)) J_{1t}^{vP} dN_t \right].
\]

The next result gives the indirect value function.

**Proposition 1** Under the above assumptions, we have the following result:

\[
J(t, W_t, X_t) = \frac{W_t^{1-\gamma}}{1-\gamma} [f(t, X_t)]^\gamma = \frac{W_t^{1-\gamma}}{1-\gamma} \left[ e^{A(t)+B_1(t)\nu_1+B_2(t)\nu_2+B_3(t)\tau} \right]^\gamma \tag{17}
\]

where the functions \(A(t), B(t) = (B_1(t), B_2(t))^\top\) and \(B_3(t)\) satisfy the following equations:

\[
\begin{align*}
\frac{dA}{dt} &+ \kappa_m^P \theta_m^P B_2 + \alpha \lambda_\infty B_3 + \frac{1-\gamma}{\gamma} r = 0, \\
\frac{dB_1}{dt} &- \left( \kappa_v^P - \frac{1-\gamma}{\gamma} \sigma_v \gamma_v \right) B_1 + \frac{1}{2} \sigma_v^2 B_1^2 + \frac{1-\gamma}{2\gamma^2} \gamma_v^2 = 0, \\
\frac{dB_2}{dt} &+ \kappa_m^Q B_1 - \left( \kappa_m^P - \frac{1-\gamma}{\gamma} \sigma_m \gamma_m \right) B_2 + \frac{1}{2} \sigma_m^2 B_2^2 + \frac{1-\gamma}{2\gamma^2} \gamma_m^2 = 0, \\
\frac{dB_3}{dt} &- \alpha B_3 + \frac{\gamma - \tilde{\pi}_{q1}^* E^Q [J^{vP}]}{\gamma} + \frac{1}{\gamma} E^P \left[ \left( \tilde{\pi}_{q1}^* J^{vP} + 1 \right)^{1-\gamma} e^{(B_1 + B_3)\nu} - 1 \right] = 0,
\end{align*}
\]

with \(A(T) = B_1(T) = B_2(T) = B_3(T) = 0\) and \(\tilde{\pi}_{q1}^*\) given in Proposition 2 below.

**Proof.** See Appendix A. □

It is interesting to note that the indirect value function \(J(t, W_t, X_t)\) is independent of the maturities \(\tau_1, \tau_2\) and \(\tau_3\) of the three variance swaps because the functions \(A(t), B(t) = (B_1(t), B_2(t))^\top\) and \(B_3(t)\) do not depend on the three maturities. This can be seen from the above ordinary differential equations satisfied by the four functions. In other words, for a CRRA investor, as long as there are three different variance swaps for trading, the maturities of variance swaps are irrelevant for her investment performance measured by the
indirect value function, $J(\cdot)$. This conclusion also holds true in Egloff, Leippold and Wu (2010) as shown in their Proposition 3. In essence, any two variance swaps with different maturities can span two diffusions in the two-factor pure-diffusion model of Egloff, Leippold and Wu (2010) while, as indicated by the nonsingular matrix $\Sigma$ below, any three variance swaps with different maturities can span three sources of risk in the variance swap market.

In contrast, the optimal portfolio weights depend on the maturities of three variance swaps shown below. To this purpose, from the equation (9), we let

$$
\Sigma = \begin{pmatrix}
\phi_v(\tau_1)\sigma_v\sqrt{\nu_t} & \phi_m(\tau_1)\sigma_m\sqrt{m_t} & \phi_v(\tau_1) + \beta_0\phi_\lambda(\tau_1) \\
\phi_v(\tau_2)\sigma_v\sqrt{\nu_t} & \phi_m(\tau_2)\sigma_m\sqrt{m_t} & \phi_v(\tau_2) + \beta_0\phi_\lambda(\tau_2) \\
\phi_v(\tau_3)\sigma_v\sqrt{\nu_t} & \phi_m(\tau_3)\sigma_m\sqrt{m_t} & \phi_v(\tau_3) + \beta_0\phi_\lambda(\tau_3)
\end{pmatrix}
$$

(18)

In general, the above matrix is nonsingular and thus a third variance swap is not redundant in our model since we disconnect the jump intensity from the variance. In the model of Aït-Sahalia, Karaman and Mancini (2015), according to their equations (8) and (9), the corresponding matrix can be represented as

$$
\Sigma_1 = \begin{pmatrix}
\phi_v(\tau_1)\sigma_v\sqrt{\nu_t} & \phi_m(\tau_1)\sigma_m\sqrt{m_t} & \lambda_1[(\mu_j^Q)^2 + \sigma_j^2]\phi_v(\tau_1) \\
\phi_v(\tau_2)\sigma_v\sqrt{\nu_t} & \phi_m(\tau_2)\sigma_m\sqrt{m_t} & \lambda_1[(\mu_j^Q)^2 + \sigma_j^2]\phi_v(\tau_2) \\
\phi_v(\tau_3)\sigma_v\sqrt{\nu_t} & \phi_m(\tau_3)\sigma_m\sqrt{m_t} & \lambda_1[(\mu_j^Q)^2 + \sigma_j^2]\phi_v(\tau_3)
\end{pmatrix}
$$

Clearly, the matrix $\Sigma_1$ is singular because its first and third columns are proportional and this, in turn, implies that the third variance swap is redundant. Thus, variance swaps cannot provide independent exposures to two diffusions and one jump, making it difficult to obtain analytic solution to optimal portfolio choice problem involving variance swap. The next result presents the optimal solution for $w_{1t}$, $w_{2t}$ and $w_{3t}$ in our model.

**Proposition 2** The optimal portfolio weight $w^* = (w^*_{1t}, w^*_{2t}, w^*_{3t})$ is given by

$$
w^* = \left(\bar{w}^*_{b1}, \bar{w}^*_{b2}, \bar{w}^*_{q1}\right)\Sigma^{-1}
$$

(19)
where
\[
\tilde{\pi}_{b1}^* = \frac{\gamma_v \sqrt{v_t}}{\gamma} + \sigma_v \sqrt{v_t} B_1(t), \quad \tilde{\pi}_{b2}^* = \frac{\gamma_m \sqrt{m_t}}{\gamma} + \sigma_m \sqrt{m_t} B_2(t),
\]
and \( \tilde{\pi}_{q1}^* \) solves the following optimization problem:
\[
\sup_{\tilde{\pi}_{q1} \in [0, \infty)} -\tilde{\pi}_{q1} E^Q[J^{v,Q}] + \frac{1}{1 - \gamma} E^P \left( (1 + \tilde{\pi}_{q1} J^{v,P})^{1-\gamma} e^{\gamma (B_1 + B_3 \beta_0) J^{v,P}} - 1 \right). \tag{20}
\]
Furthermore, if \( \gamma_v < 0, \gamma_m < 0, E^Q[J^{v,Q}] > E^P[J^{v,P}], B_1(t) < 0, B_2(t) < 0 \) and \( B_3(t) < 0 \), then
\[
\tilde{\pi}_{b1}^* < 0, \quad \tilde{\pi}_{b2}^* < 0, \quad \tilde{\pi}_{q1}^* = 0. \tag{21}
\]

**Proof.** See Appendix A. \( \blacksquare \)

Our calibration exercise shows that conditions of results (21) hold true. Intuitively, the first two results in (21) say that the investor has negative diffusion exposures to profit from the negative market prices of risk \( \gamma_v \) and \( \gamma_m \). Interestingly, the third result in (21) suggests that the investor takes zero instead of a negative jump exposure despite the negative market prices of risk \( \lambda_t (E^P[J^{v,P}] - E^Q[J^{v,Q}]) \). The two reasons account for this result. On the one hand, the investor is prohibited from having a negative jump exposure by the no-bankruptcy constraint: \( \tilde{\pi}_{q1} \in [0, \infty) \). On the other hand, a positive jump exposure means losing the negative jump risk premium. As a result, the investor optimally takes zero jump exposure.

We now apply these theoretical results to the sample of the variance swap contracts.

### 5.2 A Long-Short-Long Strategy

Unlike the stream of literature that attempts to rationalize the magnitude of the risk premium based on various economic issues, we instead study how a trader allocates her wealth to variance swap contracts in order to benefit from the risk premium dynamics and further investigate the impact of jumps in variance on her asset allocations. We now assume that the trader allocates the initial wealth \( W_t \) at time \( t \) between the money market and the variance swap market. The trader has access to the money market account to balance out the investments by earning a risk-free interest rate. The variance swap contracts are initialized with zero costs and so they have zero initial values.
As aforementioned before, our closed-form solution presents a new way for understanding the short-long strategy studied in Egloff, Leippold and Wu (2010). For this, by turning off jumps in variance, we have their two-factor variance risk structure so that the variance swap rates across all maturities are determined by two sources of variations. Accordingly, the trader just need choose any two variance swap contracts with distinct time to maturities (say $0 < \tau_1 < \tau_2 < \infty$ without loss of generality), which could sufficiently span all the sources of risks in the variance swap market. When the investor only invests in the money market and variance swap contracts, the optimal portfolio weight of her wealth invested in these two contracts, $w^* = (w^*_1, w^*_2)$ is equal to $w^* = (\tilde{n}^*_b, \tilde{n}^*_b)\Sigma^{-1}$, as given in Equation (19) with $\tilde{n}^*_{q1} \equiv 0$ (and $B_3 \equiv 0$ in Proposition 1 as well), while the $2 \times 2$ matrix $\Sigma$ is given as follows:

$$
\Sigma = \begin{pmatrix}
\phi_v(\tau_1)\sigma_v\sqrt{v_t} & \phi_m(\tau_1)\sigma_m\sqrt{m_t} \\
\phi_v(\tau_2)\sigma_v\sqrt{v_t} & \phi_m(\tau_2)\sigma_m\sqrt{m_t}
\end{pmatrix}
$$

and $\phi_v$ and $\phi_m$ are given in Equation (8), which is equivalent to the formulas in Egloff, Leippold and Wu (2010)(see Equation (43) and (44) in page 1298). It is clear that these results are valid in both the ELW and JP model but with distinct parameter sets reported in Table 4. Note that for the JP model, the exposures of the two contracts to the sources of risk, $\phi_v$ and $\phi_m$ in the matrix $\Sigma$ are obtained by setting $\mu_Q^v = \mu_P^v = 0$ in the AKM model.

Inspecting the optimal investment decisions in the variance swap contracts under the two-factor variance risk specification (e.g., the ELW and JP model)$^{18}$, Egloff, Leippold and Wu (2010) suggest that the optimal allocations in the two variance swap contracts at short investment horizons depend not only on the market prices of both the variance risk ($\gamma_v$) and the central tendency risk ($\gamma_m$), but also on the exposures of the two contracts towards the risk factors, $\phi_v$ and $\phi_m$. This can be seen clearly from the portfolio weights $w^* = (\tilde{n}^*_b, \tilde{n}^*_b)\Sigma^{-1}$.

More specifically, investment in the short-term contract is more sensitive to the market

---

$^{18}$Note that the investor’s optimal investment problem in the presence of jumps in stock price (e.g., the JP model) can be solved in the ELW model. We have examined the impact of jumps in stock price on variance swap investments, and found that the differences in the holdings of either the short-term contracts or the long-term contracts are less than seven in absolute magnitude value. In this sense, jumps in price do not cause substantial impact on the allocations decisions to variance swap contracts, as the variance market is still completed and can be spanned by the combinations of any two contracts, apart from the minor differences in magnitude.
price of the variance risk, while investment in the long-term contract depends more on the market price of the central tendency risk, owing to the distinct patterns of risk loadings of these two factors over time. To see this, considering the example where $\tau_1 = 2$ months and $\tau_2 = 2$ years and the ELW model’s parameters are given in Table 1, the sensitive matrix $\Sigma^{-1}$ is given by

$$
\Sigma^{-1} = \begin{pmatrix}
11.267 & -2.187 \\
-7.578 & 22.288
\end{pmatrix}.
$$

And thus,

$$
w^* = (11.267 \tilde{\pi}_{b1}^* - 7.578 \tilde{\pi}_{b2}^*, -2.186 \tilde{\pi}_{b1}^* + 22.288 \tilde{\pi}_{b2}^*).
$$

In this case, the investor uses short-term and long-term variance swaps to exploit the risk premia $\gamma_v = -0.743$ through $\tilde{\pi}_{b1}^*$ and $\gamma_m = -0.629$ through $\tilde{\pi}_{b2}^*$, separately, as indicated by the positive numbers 11.267 and 22.288. In the meantime, the investor takes positive exposure to the second Brownian motion in the short-term contract ($-7.578$) to offset the negative exposure of the long-term contract to the second Brownian motion. For the same reason, the investor takes positive exposure to the first Brownian motion in the long-term contract ($-2.187$) to offset the negative exposure of the short-term contract to the first Brownian motion. In fact, negative market prices of the two risk factors result in short positions $-0.132$ and $-0.591$ in both contracts. In contrast to the short-long strategy in Egloff, Leippold and Wu (2010), this example implies that the investor is still able to hedge via the special structure\(^{19}\) of $\Sigma^{-1}$ without taking a short position in one variance swap and a long position in the other. In other words, each variance swap play dual roles: exploiting risk premium and hedging. Moreover, the positions in two variance swap contracts depend on the relative magnitude of the market prices of the two sources of risk, $\gamma_v$ and $\gamma_m$ when their maturity gap tends to be relatively moderate, which affects the structure of $\Sigma^{-1}$. This dependence partially supports the institution that the two variance swap contracts are insufficient to chase the dynamics of variance swap risk premia, although they can complete the market in the assumed two-factor model. Then the optimal allocations could involve

\(^{19}\)We find this structure does not change by varying the parameters.
short positions in short-term contracts, but long positions in long-term contracts, if the variance price term $\gamma_v$ is sufficiently larger than the central tendency price term $\gamma_m$ in absolute value, as demonstrated in Figure 7.\textsuperscript{20}

![Figure 7: Optimal “Short-Long” Investment Strategy in Variance Swap Contracts in ELW Model.](image)

We now turn to our model. Jumps in variance make the variance swap market incomplete. The dynamics of variance swap rates are now driven by a three-factor variance risk structure, and hence another variance swap contract is required to span all the sources of variations. Figure 8 plots the allocations to variance swap contracts in the presence of jumps in variance for a 2-month investment horizon. Due to the small estimators for jump sizes in variance in both the measure $P$ and $Q$, as reported in Table 4, these values cause a linearity problem to the $3 \times 3$ matrix, $\Sigma$ in Equation (19). This makes its inverse matrix large and in turn the holdings of each contract are very large, as shown in Figure 8.

More importantly, in stark contrast to the portfolio weights in the two-factor model,\footnote{When the market prices of the risk factors vary, we adjust all the estimators under the measure $P$ by fixing the estimators in the measure $Q$ in order to reflect their impact on the intertemporal hedging demand, as suggested in Proposition 1.}
Figure 8 suggests that the sign of optimal position on each variance swap is irrelevant to the relative magnitudes of the market prices of the two sources of risk, $\gamma_v$ and $\gamma_m$. More specifically, in the presence of jumps in variance, it is always optimal to take short positions in medium-term variance swap contracts and long positions in both short-term and long-term contracts, that is, a “long-short-long” strategy. Also, the trader should buy even more long-term contracts than short-term ones for hedging against jump risk. For a better understanding, we rewrite the portfolio weights $w^* = (\tilde{\pi}^*_b, \tilde{\pi}^*_m, \tilde{\pi}^*_q) \Sigma^{-1}$ in the example where $\tau_1 = 2$ months, $\tau_2 = 1$ year and $\tau_3 = 2$ years, the matrix $\Sigma^{-1}$ for the parameters in Table 2 is given by

$$
\Sigma^{-1} = \begin{pmatrix}
-3965.507 & 16221.014 & -13549.864 \\
0.517 & -27.379 & 48.553 \\
539.241 & -2200.430 & 1837.700
\end{pmatrix}.
$$

And thus, we have the holdings of each contract as follows:

$$
w^*_1 = -3965.507\tilde{\pi}^*_b + 0.517\tilde{\pi}^*_m + 539.241\tilde{\pi}^*_q = 78.500,
$$

$$
w^*_2 = 16221.014\tilde{\pi}^*_b - 27.379\tilde{\pi}^*_m - 2200.430\tilde{\pi}^*_q = -320.570,
$$

$$
w^*_3 = -13549.864\tilde{\pi}^*_b + 48.553\tilde{\pi}^*_m + 1837.700\tilde{\pi}^*_q = 267.237.
$$

Unlike the case in Egloff, Leippold and Wu (2010) discussed above, adding a third variance swap disentangles the dual roles played by each of two variance swaps in their two-factor model in that each of three variance swaps in our double-jump model plays a single role: either gaining risk premium or hedging. Specifically, the loadings on the volatility and jump risk in all three weights are much larger than the ones on the long-term tendency risk, showing that investors are more sensitive to the former two risk factors during the sample period. This is partially reflected by both the financial crisis in 2018 and the 2010-2012 European debt crisis. On the other hand, both the short-term and long-term swap are used to hedge the volatility risk, as indicated by their negative loadings of $\tilde{\pi}^*_b$: -3965.507 and -13549.864, with the much less weights on $\tilde{\pi}^*_m$: 0.517 and 48.553 for exploiting $\gamma_m$. In the meantime, the investor uses the medium-term variance swap to exploit the risk premium $\gamma_v$ due to its
Figure 8: Optimal “Long-Short-Long” Investment Strategy in Variance Swap Contracts in HJ Model. The optimal investments in variance swap contracts (as the fractions of total wealth in notional) in HJ Model (with $\gamma = 5$ and $T = 2$ months) are plotted as a function of the market price of the variance risk ($\gamma_v$) and the market price of the central tendency factor ($\gamma_m$). When the maturities of the first two contracts, including the 2-month and 2-year variance swap contract in Panel A and the 6-month and 1-year contract in Panel B, C and D, are specified, the four panels show the optimal investments in three contracts by positioning the third one with the different time to maturity. In each panel, the surface on the top denotes the holdings of the long-term contract, and the surface on the below shows the holdings of the medium-term contract, while the surface in the middle presents the holdings of the short-term contract.
positive coefficients of $\tilde{\pi}_{b_1}^*$ with 16221.014, along with a relatively small loading of 27.379 on $\tilde{\pi}_{b_2}^*$ for hedging. Moreover, in our experiments, we find that the functions $B_1(t), B_2(t)$ and $B_3(t)$ are all negative and $\pi_{q_1}^* = 0$, implying, by Proposition 2, that $\tilde{\pi}_{b_1}^* < 0$ and $\tilde{\pi}_{b_2}^* < 0$. That is, the investor has negative exposures to the diffusion risks to gain significant variance risk premia. As a result, given very large positive coefficient of $\tilde{\pi}_{b_1}^*$, $w_2^*$ is generally negative regardless of the relative magnitudes of the plausible market prices of the two sources of risk, $\gamma_v$ and $\gamma_m$. Similarly, $w_1^*$ and $w_3^*$ are always positive. In short, the investor uses two variance swaps to hedge the volatility/jump risk and one swap to exploit the significant risk premia and cover the large positions in other two swaps. Intuitively, the reason for such a choice is rooted in the incentive for hedging both the short-term volatility risk and the jump risk in the long run due to the economic uncertainty in the sample period from 2008 to 2014 (in which we obtain the model estimators), while the medium-term variance swap lies in the middle in terms of maturity and thus is simultaneously closest to each of other two variance swaps, implying the simultaneously highest correlations with each of other two variance swaps, making this variance swap the most effective asset for exploiting risk premiums.

In addition, we can make further observations from the above optimal portfolio weights. First, for each variance swap, the sensitivity to jump is much larger in magnitude compared with the sensitivities to the long-term tendency risk, indicated by those relatively large holdings of $\tilde{\pi}_{q_1}^*$. The reason for this is that the value of $\phi_\lambda$ is moderate due to large jump size in variance, as shown in Panel A of Figure 5. Second, for each variance swap, the sensitivity to the variance exposure via $\tilde{\pi}_{b_1}^*$ (the first row of $\Sigma^{-1}$) is much larger than those to other two exposures (the second and third rows of $\Sigma^{-1}$) in magnitude. Third, the sensitivities to all the risk factors in the long-term contracts through the optimal weights $w_2^*$ and $w_3^*$ given by Equation (23) (the second and third columns of $\Sigma^{-1}$) are much larger than those in the short-term one (the first column of $\Sigma^{-1}$) in magnitude. This is also consistent with an empirical finding in Aît-Sahalia, Karaman and Mancini (2015) and Filipović, Gourier and Mancini (2015) that long term variance swaps carry more (cumulative) volatility risk premiums than short-term contracts. Finally, given the term structure of variance swap risk premia in Panel B of Figure 6, the trader may gain from the unexpected high frequency jumps in variance
(governed by $\beta_0 = 2.214$) such that the premiums for medium-term contracts are collected to compensate for the long positions in both short-term and long-term contracts.

To examine the empirical properties of the portfolio strategies discussed above, we conduct robustness tests below. Given the reported market price compensated for jump risk in Table 4, we adjust $\mu_v^Q$ by fixing $\mu_v^P$ in order to reflect the sensitivity of optimal investments in variance swap contracts towards jump risk, i.e., $\mu_v^Q = \mu_v^P - \gamma_j$ where $\gamma_j$ is chosen to ensure the positivity of the long-term jump intensity $\lambda_t$, e.g., $\mu_v^Q \leq \alpha/\beta_0$. Similar to the results in Figure 8, Figure 9 suggests that it is still optimal to take short positions in medium-term contracts, and long positions in both short-term and long-term contracts. Interestingly, the optimal investments are less sensitive to small changes in the market prices of both the long-term tendency and jump risk. Two reasons account for this. On the one hand, since the exposure to the jump risk $\tilde{\pi}_q^*$, is equal to zero, as discussed before, this then results in the small changes in the portfolio weight, even when the market price of jump risk substantially
increases. On the other hand, as suggested in Equation (23), the loadings on the long-term tendency factor are also very small, leading to indistinctive changes in the portfolio weight.

In sum, both Figure 8 and 9 suggest that during the sample period from November 2008 to September 2017, the aversion to the variance risk is dominant among the investors in the market, which may substantially affect investors’ investment decisions involving variance swap contracts. Meanwhile, investors also do care about jump risk in the whole investment horizon, as suggested by the long position in the long-term variance swap contracts, but their portfolios are less influenced by the jump size in the variance swap rates. In contrast, the small loadings on the risk exposure to the long-term tendency factor show that this risk factor has minor impact on the allocation to variance swap contracts, and the trader’s investment decision is mainly affected by variance risk and jump risk, which implies that investors may take short positions in medium-term contracts to compensate for hedging against both the variance risk in the short term and the jump risk in the long term. Therefore, the resulted “long-short-long” investment strategy of variance swap contracts then maximizes her expected utility in the whole investment horizon.

5.3 Economic Welfare in Variance Swap Investments

Previously, we analyze the optimal allocations to the variance swap contracts when the variance market is driven by the 2- or 3- factor structural models, respectively. As demonstrated before, the two contracts suggested by a two-factor model are insufficient to span the variance swap market and consequently the trading strategies may sub-optimally utilize the information in the term structure of variance risk premia, for example, shown in Figure 6. Hence it is interesting to further investigate the economic costs for the trader who invests heavily in this market if the dynamics of the variance swap is mis-specified by the two-factor model (e.g., the ELW model or the JP model), while the HJ model is assumed to be the true specification for its dynamics. In particular, the investor follows the strategy $w = (n_{1t}, n_{2t})^\top$ given by Equation (43) and (44) in Egloff, Leippold and Wu (2010).

We follow the literature to evaluate the economic costs by a certainty equivalent loss
(CE) defined by: The utility cost, $CE$, of following the suboptimal strategy $w = (n_{1t}, n_{2t})^\top$ satisfies the equation below:

$$J(t, W_t(1 - CE), X_t) = J^{(1)}(t, W_t, X_t),$$

where $J(t, W_t, X_t)$ is the indirect value of the portfolio choice problem in the HJ model given by Proposition 4 with three traded variance swaps and $J^{(1)}(t, W_t, X_t)$ is the value function provided in Proposition 1 below corresponding to the suboptimal strategy $w = (n_{1t}, n_{2t})^\top$ in HJ model with two traded variance swaps. Intuitively, CE is the percentage of initial wealth an investor is willing to pay to switch from the suboptimal strategy $w$ to the optimal strategy $w^*$. The following result presents the calculation of CE.

**Proposition 3** Under the above assumptions, we have the following result:

$$J^{(1)}(t, W_t, X_t) = \frac{W_t^{1-\gamma}J(f(t, X_t))}{1-\gamma} = \frac{W_t^{1-\gamma}}{1-\gamma} \left[ e^{A^{(1)}(t) + B^{(1)}_1(t)\psi_v + B^{(1)}_2(t)\psi_m + B^{(1)}_3(t)\lambda}} \right]^\gamma$$

where the functions $A^{(1)}(t)$, $B^{(1)}(t) = (B^{(1)}_1(t), B^{(1)}_2(t))^\top$ and $B^{(1)}_3(t)$ satisfy the following equations:

\[
\begin{align*}
\frac{dA^{(1)}}{dt} &= \kappa_m^P \theta m B^{(1)}_2 + \alpha \lambda \infty B^{(1)}_3(t) + \frac{1 - \gamma}{\gamma} r = 0, \\
\frac{dB^{(1)}_1}{dt} &= -[\kappa_v^P - (1 - \gamma)\psi_m \sigma_m^2]B^{(1)}_1(t) + \frac{1}{2} \gamma \sigma_v^2 \left( B^{(1)}_1(t) \right)^2 + \frac{1 - \gamma}{\gamma} \sigma_v \gamma \psi_v + \frac{\gamma - 1}{2} \psi_v^2 \sigma_v^2 = 0, \\
\frac{dB^{(1)}_2}{dt} &= \kappa_v^Q \left[ \kappa_m^P - (1 - \gamma)\psi_m \sigma_m^2 \right]B^{(1)}_2(t) + \frac{1}{2} \gamma \sigma_m^2 \left( B^{(1)}_2(t) \right)^2 + \frac{1 - \gamma}{\gamma} \sigma_m \gamma_m \psi_m \\
&+ \frac{\gamma - 1}{2} \psi_m^2 \sigma_m^2 = 0, \\
\frac{dB^{(1)}_3}{dt} &= -\alpha B^{(1)}_3(t) + \frac{\gamma - 1}{\gamma} \bar{\pi}_q \mu_v Q + \frac{1}{\gamma} E^P \left[ (\bar{\pi}_q J^{\delta, P} + 1)^{1 - \gamma} e^{(\bar{\pi}_q (B^{(1)}_1(t) + \bar{\beta}_0 \psi_m) J^{\delta, P}) - 1} \right] = 0,
\end{align*}
\]

with $A^{(1)}(T) = B^{(1)}_1(T) = B^{(1)}_2(T) = B^{(1)}_3(T) = 0$. Here $\psi_v = n_{1t} \phi_v(\tau_1) + n_{2t} \phi_v(\tau_2)$ and $\psi_m = n_{1t} \phi_m(\tau_1) + n_{2t} \phi_m(\tau_2)$. $\bar{\pi}_q$ is the jump exposure generated by the suboptimal strategy $w = (n_{1t}, n_{2t})^\top$ and represented by

$$\bar{\pi}_q = n_{1t} (\phi_v(\tau_1) + \beta_0 \phi_\lambda(\tau_1)) + n_{2t} (\phi_v(\tau_2) + \beta_0 \phi_\lambda(\tau_2)).$$
The utility cost, $CE$, of following the suboptimal strategy $w = (n_{1t}, n_{2t})^\top$ satisfies the equation below:

$$J(t, W_t(1 - CE), X_t) = J^{(1)}(t, W_t, X_t),$$

and thus

$$CE = 1 - \left[ e^{A^{(1)}(t) - A(t) + (B^{(1)}_1(t) - B_1(t))v_t + (B^{(1)}_2(t) - B_2(t))m_t + (B^{(1)}_3(t) - B_3(t))\lambda_t} \right]^{\frac{1}{\gamma}}$$

**Proof.** See Appendix B. ■

Unlike the indirect value function $J(t, W_t, X_t)$, the above result suggests that the value function $J^{(1)}(t, W_t, X_t)$ depends on the maturities of the two variance swaps through the functions $A^{(1)}(t), B^{(1)}_1(t), B^{(1)}_2(t)$ and $B^{(1)}_3(t)$. The utility cost, $CE$, thus depends on the two maturities. Also, Proposition 2 suggests that the jump risk exposure $\tilde{\pi}_{q1}$ play a crucial role in determining the magnitude of $CE$. It is then necessary to evaluate $\tilde{\pi}_{q1}$ before numerically assessing the utility cost of following a suboptimal strategy $w$.

As well-understood in the literature of portfolio choice problem in jump-diffusion model, see, e.g., Proposition 1 of Liu, Longstaff and Pan (2003), the investor must restrict her jump exposure $\tilde{\pi}_{q1}$ to guarantee that her wealth remains positive when jump occurs. In particular, $\tilde{\pi}_{q1}$ satisfies: $\tilde{\pi}_{q1} \geq 0$ since the support of the variance jump size $J^P_\nu$ is $[0, \infty)$. As a result, before presenting the empirical results for $CE$ given by Proposition 3, it is interesting to examine whether or not the restriction on $\pi_{q1}$ is violated by the suboptimal strategy $w$. The reason for this is that, as mentioned in Egloff, Leippold and Wu (2010), an investor often takes an extreme short position in a variance swap due to significantly negative variance risk premium in variance swap rate, and thus this is very likely to lead to violation of the restriction. Table 11 shows that all the jump exposures $\tilde{\pi}_{q1}$s caused by the ELW model are negative across the various investment horizons, suggesting that the trader is subject to the substantial jump risk exposure by ignoring jumps in volatility.\(^{21}\) This table then confirms our

\(^{21}\)We also examine $\tilde{\pi}_{q1}$ in the case of $n_{1t} \times n_{2t} < 0$ and find that the values of $\tilde{\pi}_{q1}$ are negative due to the dominance of $\gamma_{\nu}$. Moreover, the jump exposures caused by the JP model are still negative with the smaller
concern, that is, the restriction is overwhelmingly violated by the suboptimal strategy w, implying a 100 percent loss.

<table>
<thead>
<tr>
<th>RRA</th>
<th>Maturity Pair (Year)</th>
<th>Investment Horizon (T) (Year)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(τ₁ = 2/12, τ₂ = 2)</td>
<td>0.5</td>
</tr>
<tr>
<td>γ = 2</td>
<td>(τ₁ = 6/12, τ₂ = 1)</td>
<td>-0.566</td>
</tr>
<tr>
<td>γ = 5</td>
<td>(τ₁ = 2/12, τ₂ = 2)</td>
<td>-0.491</td>
</tr>
<tr>
<td>(τ₁ = 6/12, τ₂ = 1)</td>
<td>-0.231</td>
<td>-0.233</td>
</tr>
<tr>
<td>γ = 8</td>
<td>(τ₁ = 2/12, τ₂ = 2)</td>
<td>-0.200</td>
</tr>
<tr>
<td>(τ₁ = 6/12, τ₂ = 1)</td>
<td>-0.145</td>
<td>-0.147</td>
</tr>
<tr>
<td></td>
<td>(τ₁ = 6/12, τ₂ = 1)</td>
<td>-0.126</td>
</tr>
</tbody>
</table>

Table 11: Jump Exposure $\tilde{\pi}_{q1}$ in ELW Model with Different Risk Aversions (γs). The jump exposures $\tilde{\pi}_{q1}$ caused by ELW Model due to model mis-specification are presented with three risk aversions of the trader with γ = 2, 5 and 8, given HJ Model being the true model. The typical maturity pairs of the variance swap contracts are used, as in Figure 7, including the pair with a long maturity gap (i.e., $\tau_1 = 2/12, \tau_2 = 2$) and the one with a moderate gap (i.e., $\tau_1 = 6/12, \tau_2 = 1$).

Also, it is very interesting to see whether trading stocks in addition to variance swap portfolios can mitigate the risk of bankruptcy in the two cases of stock being tradable i) in the ELW model and further ii) in the HJ model. Intuitively, the investor in the former case, according to Egloff, Leippold and Wu (2010), could take short positions in stock in order to hedge variance swaps given the market price of variance risk being more negative. The investor hence holds more extreme positions in variance swaps, compared with those portfolios without stock, suggesting that the values of $\tilde{\pi}_{q1}$ turn to be more negative. In the latter case, the investor would take another risk exposure to jumps in stock prices and the investor must take positive positions in stock to avoid bankruptcy. This indicates that the short positions in the ELW model violates this non-bankruptcy condition. Therefore, trading stocks in variance swap portfolios in both cases makes the situation even worse. This indeed suggests that under this circumstance the investor is certainly subject to the risk of bankruptcy.

absolute magnitude, and thus they are not reported. Meanwhile, we exam the jump exposure $\tilde{\pi}_{q1}$ of both the ELW and JP model if the AKM model is assumed to be the true model, and find that all the jump exposures are negative but with the relatively smaller absolute values, implying the underestimation of the unhedged jump risk.
As observed in our tests in Table 11, $\tilde{\pi}_{q1}$'s generated by suboptimal strategies in the ELW model fall in the range of $(-1, 0)$ for all $\gamma$s. Thus, to further evaluate the utility costs in the case where the suboptimal strategy $w$ is feasible in the HJ model, we intentionally and conservatively change the support $[0, \infty)$ of the variance jump size $J^P_v$ into $[0, k]$ ($k > 0$) with $k = 1.5$ here. This means that the variance can jump at most $k \times 100$ percent, and then the restriction on $\tilde{\pi}_{q1}$ in the optimization problem in Proposition 2 becomes $\tilde{\pi}^{*}_{q1} > -1/k$ in order to work out the finite values of CE in $(0, 1)$.\footnote{The current restriction $\tilde{\pi}^{*}_{q1} \geq 0$ easily results in the bankruptcy of the investor in her trading positions, e.g., $CE \rightarrow 1$. This assumption is also supported by the dynamics of the CBOE Volatility Index (or VIX) over the past twenty-five years at http://www.cboe.com/delayedquote/advchart.aspx?ticker=VIX from 1990 to 2017. Its historical close quotes reached the highest level of 80.96% on November 20, 2008, which suggests a value of $k = 0.81$ in our setup.} In the meantime, this change does not affect the variance swap rate due to the negligible probability $P(J^P_v > k)$. The investor, however, still incurs significant costs as reported in Table 5.

Rooted in the results in Table 11, Table 12 reports the utility costs of switching from a suboptimal strategy $w$ generated in the ELW or JP model to the optimal strategy $w^*$ generated in the HJ model. Under a two-factor variance structure, two variance swap contracts would be sufficient to span the market. As shown in Figure 7, two typical combinations of contracts, one with the 2-month and 2-year contracts ($\tau_1 = 2/12$ and $\tau_2 = 2$) and the other with the 6-month and 1-year contracts ($\tau_1 = 6/12$ and $\tau_2 = 1$), are used to quantify the utility (economic) costs that the trader has to bear due to model mis-specification. The first panel in Table 12 reports the utility costs for the trader with $\gamma = 2$ in the various investment horizons ($T$) by assuming the rolling-over of specific variance swap contracts. Specifically, the utility costs in two portfolios are very close and steadily increasing with the growth of $T$, suggesting that the utility costs in the ELW and JP model are less dependent on the maturity gap, but more sensitive to the length of investment horizon ($T$). Compared with the JP model, the ignorance of jumps in both price and variance can make the ELW model produce relatively higher economic costs when the investment horizon increases from 6 months to 30 years, implying that incorporating jumps into stock price is of the first-order importance for variance swap investments. The reason for this is that the JP model is much closer to the HJ model in terms of fitting variance swap rate as observed in Panel B of Figure 5.
Table 12: Utility Costs by Model Mis-specification and without Trading the Third Variance Swap. The utility costs caused by ELW and JP Model due to model mis-specification are presented, given HJ Model being the true model, associated with three risk aversions of the trader with $\gamma = 2, 5$ and $8$. The typical time-to-maturity pairs of the variance swap contracts are used, as in Figure 7, including the pair with a long maturity gap (i.e., $\tau_1 = 2/12, \tau_2 = 2$) and the one with a moderate gap (i.e., $\tau_1 = 6/12, \tau_2 = 1$).

<table>
<thead>
<tr>
<th>Panel I: Utility Costs (CEs) by ELW Model and JP Model for $\gamma = 2$</th>
<th>Investment Horizon (T) (Year)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model</td>
<td>Maturity Pair (Year)</td>
</tr>
<tr>
<td>ELW</td>
<td>($\tau_1 = 2/12, \tau_2 = 2$)</td>
</tr>
<tr>
<td></td>
<td>($\tau_1 = 6/12, \tau_2 = 1$)</td>
</tr>
<tr>
<td>JP</td>
<td>($\tau_1 = 2/12, \tau_2 = 2$)</td>
</tr>
<tr>
<td></td>
<td>($\tau_1 = 6/12, \tau_2 = 1$)</td>
</tr>
<tr>
<td>Panel II: Utility Costs (CEs) by ELW Model and JP Model for $\gamma = 5$</td>
<td></td>
</tr>
<tr>
<td>ELW</td>
<td>($\tau_1 = 2/12, \tau_2 = 2$)</td>
</tr>
<tr>
<td></td>
<td>($\tau_1 = 6/12, \tau_2 = 1$)</td>
</tr>
<tr>
<td>JP</td>
<td>($\tau_1 = 2/12, \tau_2 = 2$)</td>
</tr>
<tr>
<td></td>
<td>($\tau_1 = 6/12, \tau_2 = 1$)</td>
</tr>
<tr>
<td>Panel III: Utility Costs (CEs) by ELW Model and JP Model for $\gamma = 8$</td>
<td></td>
</tr>
<tr>
<td>ELW</td>
<td>($\tau_1 = 2/12, \tau_2 = 2$)</td>
</tr>
<tr>
<td></td>
<td>($\tau_1 = 6/12, \tau_2 = 1$)</td>
</tr>
<tr>
<td>JP</td>
<td>($\tau_1 = 2/12, \tau_2 = 2$)</td>
</tr>
<tr>
<td></td>
<td>($\tau_1 = 6/12, \tau_2 = 1$)</td>
</tr>
</tbody>
</table>
Nevertheless, the utility costs in the JP model are still significant despite the small expected volatility jump size. This further underscores the importance of taking into account jumps in variance and trading the third variance swap.

The following two panels in Table 12 further reports the utility costs for the trader with $\gamma = 5$ and $8$. Similar to the case of $\gamma = 2$, the utility costs of the contract combinations in both models are still increasing significantly with the length of the investment horizon (T). Also, the magnitudes of utility costs shift down overwhelmingly across all investment horizons when the degree of risk aversion turns to be relatively higher from $\gamma = 5$ to $\gamma = 8$. In particular, the utility cost of each contract combination in the JP model is persistently reduced for each investment horizon (T), compared with those costs reported in the first panel. Similar to the first panel, this seems to suggest that for the more risk-averse trader, the incorporation of jumps into price returns has larger impact on utility costs in the context of asset allocation to variance swap contracts, compared with those produced by the ELW model with the low risk aversion (e.g., $\gamma = 2$). This is caused partially because the relatively high risk aversion ($\gamma = 8$) enforces the trader to make much smaller investments in variance swaps and thus the impact of variance jump components in model mis-specification is mitigated to certain extent but remains significant.

Table 12 has demonstrated the impact of jumps in prices on utility costs caused by model mis-specification. It is interesting to further investigate the impact of jumps in variance on economic costs, given the estimators of $\mu_v^P$ and $\mu_v^Q$ in Table 4 that capture jump size in variance under the measure $P$ and $Q$. Table 13 reports the utility costs caused by the ELW model with a range of jump sizes in variance for a portfolio of the 2-month and 2-year variance swap contracts (i.e., $\tau_1 = 2/12$, $\tau_2 = 2$). It clearly shows that apart from the investment horizon (T), jumps in variance do have moderate impact on utility costs when the dynamics of variance is improperly specified. That is, few jumps in variance can result in relatively higher utility costs, which again emphasizes the importance of incorporating

\[23\text{Since the jump size } J_{v,P} \text{ follows an exponential distribution, we then adjust the value of } J_{v,P} \text{ to ensure its mean equal to } \mu_v^P \text{ under a truncated exponential distribution, namely, } E[J_{v,P} \mu_v^P/m_0] = \mu_v^P \text{ for } J_{v,P} \in [0, 1], \text{ by scaling up a constant } \mu_v^P/m_0 \text{ with } m_0 = \mu_v^P - \exp(-1/\mu_v^P)(1 + \mu_v^P). \text{ We also exam the utility costs caused by the ELW and JP model for a portfolio of the 6-month and 1-year variance swap contracts (i.e., } \tau_1 = 6/12, \tau_2 = 1), \text{ and obtain the consistent results with those reported in Table 12 and 13.}\]
<table>
<thead>
<tr>
<th>T (Year)</th>
<th>Jump Size in Variance ($\mu_r^P$)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.001</td>
</tr>
<tr>
<td>0.5</td>
<td>0.0144</td>
</tr>
<tr>
<td>1</td>
<td>0.0287</td>
</tr>
<tr>
<td>5</td>
<td>0.1369</td>
</tr>
<tr>
<td>10</td>
<td>0.2561</td>
</tr>
<tr>
<td>20</td>
<td>0.4477</td>
</tr>
<tr>
<td>30</td>
<td>0.5899</td>
</tr>
</tbody>
</table>

Overall RMSE: 0.6202 0.6127 0.6099 0.6092 0.6092 0.6092 0.6226

Table 13: **Utility Costs with Different Jump Sizes in Variance.** The utility costs that a trader with $\gamma = 5$ may suffer in ELW Model due to model mis-specification are reported with a range of jump sizes in variance by fixing $\mu_r^Q - \mu_r^P = 0.177$. The typical time-to-maturity pair of the variance swap contracts is used, including the 2-month and 2-year variance swap contracts (i.e., $\tau_1 = 2/12, \tau_2 = 2$). Note that for each pair of $(\mu_r^P, \mu_r^Q)$, HJ Model is re-calibrated to the sample of variance swap rates reported in Table 3, which results in the RMSEs in the bottom row.

We further investigate the sensitivity of utility costs towards parameter mis-specification in the HJ model. Suppose that one parameter in Table 4 is mis-specified. We then use Proposition 1 and 2 to obtain the optimal portfolio weight $w = (n_{1t}, n_{2t}, n_{3t})$. Then, the corresponding CE is still calculated by Proposition 3 with the following modifications:

\[
\psi_v = n_{1t}\phi_v(\tau_1) + n_{2t}\phi_v(\tau_2) + n_{3t}\phi_v(\tau_3),
\]

\[
\psi_m = n_{1t}\phi_m(\tau_1) + n_{2t}\phi_m(\tau_2) + n_{3t}\phi_m(\tau_3),
\]

\[
\tilde{\pi}_q1 = \sum_{i=1}^{3} n_{it}(\phi_v(\tau_i) + \beta_0\phi_1(\tau_i)).
\]

In the literature, the CE caused by parameter mis-specification is much smaller than one caused by model mis-specification (see, for example, Table 5 and Table 6 in Zhou and Zhu (2012) in a pure-diffusion model). But in variance swap investments, it may be different because $\tilde{\pi}_q1$ can be easily become negative for incorrect parameters, as implied by the preceding analysis primarily due to the investor’s extreme positions in variance swaps.\(^{24}\)

\(^{24}\)We mainly report the utility costs by mis-specifying $\kappa_v^P$, given both its relative large magnitude and
Table 14: **Utility Costs by Mis-specifying $\kappa_v^P$ in HJ Model.** The utility costs by mis-specifying $\kappa_v^P$ in HJ Model are calculated using the notation in Equation (25) with various risk aversions of the trader: the less risk aversion ($\gamma = 2$), the moderate risk aversion ($\gamma = 5$) and the relatively high risk aversion ($\gamma = 8$). The variance swap contracts with typical time-to-maturities are used, including a set of the 2-month ($\tau_1$), 1-year ($\tau_2$) and 2-year ($\tau_3$) variance swap contracts. The bold number in the top row is the true estimator for $\kappa_v^P$ reported in Table 4. The symbol of “-” denotes the bankruptcy of the trader’s trading position due to the negative value of $\hat{\pi}_{q1}$.

<table>
<thead>
<tr>
<th>RRA</th>
<th>$T$</th>
<th>2.49</th>
<th>2.59</th>
<th>2.69</th>
<th><strong>2.79</strong></th>
<th>2.89</th>
<th>32.99</th>
<th>3.09</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td>0.0127</td>
<td>0.0126</td>
<td>0.0126</td>
<td>0</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>1.0</td>
<td>0.0258</td>
<td>0.0251</td>
<td>0.0250</td>
<td>0</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>$\gamma = 2$</td>
<td>5.0</td>
<td>0.1218</td>
<td>0.1211</td>
<td>0.1207</td>
<td>0</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>10.0</td>
<td>0.2300</td>
<td>0.2288</td>
<td>0.2280</td>
<td>0</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>20.0</td>
<td>0.4083</td>
<td>0.4065</td>
<td>0.4053</td>
<td>0</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>0.5</td>
<td>0.0111</td>
<td>0.0110</td>
<td>0.0110</td>
<td>0</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>1.0</td>
<td>0.0220</td>
<td>0.0220</td>
<td>0.0219</td>
<td>0</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>$\gamma = 5$</td>
<td>5.0</td>
<td>0.1066</td>
<td>0.1064</td>
<td>0.1062</td>
<td>0</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>10.0</td>
<td>0.2029</td>
<td>0.2024</td>
<td>0.2021</td>
<td>0</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>20.0</td>
<td>0.3658</td>
<td>0.3650</td>
<td>0.3645</td>
<td>0</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>0.5</td>
<td>0.0106</td>
<td>0.0106</td>
<td>0.0106</td>
<td>0</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>1.0</td>
<td>0.0212</td>
<td>0.0212</td>
<td>0.0211</td>
<td>0</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>$\gamma = 8$</td>
<td>5.0</td>
<td>0.1025</td>
<td>0.1023</td>
<td>0.1022</td>
<td>0</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>10.0</td>
<td>0.1952</td>
<td>0.1949</td>
<td>0.1947</td>
<td>0</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>20.0</td>
<td>0.3531</td>
<td>0.3526</td>
<td>0.3523</td>
<td>0</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>
14 confirms our concern. In this table, we take 2.793 as the true value of $\kappa^P_v$. It clearly shows that the trader may be easily bankrupt when the parameter $\kappa^P_v$ is overestimated, and may suffer utility costs when $\kappa^P_v$ is underestimated. Intuitively, when $\kappa^P_v$ is overestimated by a standard deviation of 0.10, for example, $\kappa^P_v = 2.89$, the state variable $v_t$ is less persistent in the wrong model with $\kappa^P_v = 2.89$ than in the true model with $\kappa^P_v = 2.79$. Then the investor over-invests in variance swap contracts. In other words, the investor takes more extreme positions in the wrong model than in the true model, leading to bankruptcy in the true model. Conversely, when $\kappa^P_v$ is underestimated, the investor takes less extreme positions in the wrong model than in the true model. As a result, this make the suboptimal strategy less likely to go bankrupt in the true model. In the meantime, the utility costs tend to be large when the investment horizon $T$ ranges from $T = 6$ months to $T = 20$ years. These results then suggest that the proper estimation strategy of parameters (e.g., $\kappa^P_v$) that capture the dynamics of variance, may significantly mitigate the impact of parameter mis-specification so that the trader may suffer less utility costs when entering into the volatility market.

6 Conclusion

In the present paper, we propose a tractable three-factor model to extend the existing two-factor term structure models for variance swap rates. The empirical results document that this new model outperforms the two-factor jump-diffusion models widely studied in the literature over the out-of-sample period in terms of pricing variance swaps across all time-to-maturities and predicting stock returns with various time horizons ranging from one month to two years. And more importantly, we find that variance swap rates have even more predictive power for predicting market returns than both two-factor and three-factor models investigated in the present paper and especially than variance risk premiums (VRPs) which are widely used in the literature.

We further explicitly solve the optimal investment problem in variance swaps, and find the importance of measuring the mean-reversion speed for the instantaneous variance rate, after varying the estimators of the parameters reported in Table 4. To conduct the analysis, we restrict $\tilde{\pi}_{q1} \geq 0$ in the optimization problem in Proposition 2.
that both jumps in stock price and variance are important for variance swap investments, which leads to a “long-short-long” trading strategy. This further enhances the understanding of the optimal trading strategies in the variance swap market in the literature. Also, the trader may suffer from substantial economic losses caused by both model and parameter mis-specification in the absence of the third variance swap.
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Appendix A-C

A Proof of Proposition 1 and Proposition 2

For an investor with the CRRA utility, we apply Proposition 1 and 2 in Hong and Jin (2018) for the proofs by setting $\eta = 0$. The state variables in our model are $v_t$, $m_t$ and $\lambda_t$. Note that in this case

$$b - r1_3 = \begin{pmatrix} 
\phi_v(\tau_1)\sigma_v\gamma_v v_t + \phi_m(\tau_1)\sigma_m\gamma_m m_t - (\phi_v(\tau_1) + \beta_0\phi_\lambda(\tau_1))\mu_v\lambda_t \\
\phi_v(\tau_2)\sigma_v\gamma_v v_t + \phi_m(\tau_2)\sigma_m\gamma_m m_t - (\phi_v(\tau_2) + \beta_0\phi_\lambda(\tau_2))\mu_v\lambda_t \\
\phi_v(\tau_3)\sigma_v\gamma_v v_t + \phi_m(\tau_3)\sigma_m\gamma_m m_t - (\phi_v(\tau_3) + \beta_0\phi_\lambda(\tau_3))\mu_v\lambda_t 
\end{pmatrix} = \Sigma \begin{pmatrix} 
\gamma_v\sqrt{v_t} \\
\gamma_m\sqrt{m_t} \\
-\mu_v\lambda_t 
\end{pmatrix},$$

where $\Sigma$ is given by (18) in Section 2.2. Hence

$$\theta = \begin{pmatrix} 
\theta_1 \\
\theta_2 \\
\theta_3 
\end{pmatrix} = \Sigma^{-1}(b - r1_3 + \Sigma_qE^P[J_t^{v,P}]\lambda_t) = \begin{pmatrix} 
\gamma_v\sqrt{v_t} \\
\gamma_m\sqrt{m_t} \\
-(E^Q[J_t^{v,P}] - E^P[J_t^{v,P}])\lambda_t 
\end{pmatrix}.$$  

By noticing that the state variable $\lambda_t$ is a pure-jump process, applying Proposition 1 of Hong and Jin (2018) gives the following indirect value function:

$$J(t, W_t, X_t) = \frac{W_t^{1-\gamma}}{1-\gamma} [f(t, X_t)]^\gamma = \frac{W_t^{1-\gamma}}{1-\gamma} \left[e^{A(t) + B_1(t)v_t + B_2(t)m_t + B_3(t)\lambda_t}\right]^\gamma$$

(26)

where the functions $A(t)$, $B(t) = (B_1(t), B_2(t))^\top$ and $B_3(t)$ satisfy the following equations:

$$\frac{dA}{dt} + \begin{pmatrix} 
k + \frac{1-\gamma}{\gamma}g_0 \end{pmatrix}^\top B + \frac{1}{2}B[h_0 + (1-\gamma)\delta_0]B^\top$$

$$+ \frac{1-\gamma}{2\gamma^2}H_0 + \frac{1-\gamma}{\gamma}\delta_0 = 0,$$

$$\frac{dB}{dt} + \begin{pmatrix} 
-K + \frac{1-\gamma}{\gamma}g_1 \end{pmatrix}^\top B + \frac{1}{2}B[h_1 + (1-\gamma)\delta_1]B^\top$$

$$+ \frac{1-\gamma}{2\gamma^2}H_1 + \frac{1-\gamma}{\gamma}\delta_1 = 0,$$

$$\frac{dB_3}{dt} - \alpha B_3 + (\gamma - 1)\hat{\pi}^*E^Q[J_v^Q] + E^P \left[ (\hat{\pi}^*J_v^{v,P} + 1)^{1-\gamma} e^{\gamma(B_1 + B_3)\lambda_t}J_v^{v,P} - 1 \right] = 0,$$
Furthermore, by noticing that

\[ \sigma^v(X_t) = \begin{pmatrix} \sigma_v \sqrt{v} & 0 \\ 0 & \sigma_m \sqrt{m} \end{pmatrix}, \]

we can get the following parameters:

\[ k = (0, \kappa_P^P \theta_P^P^T), \quad h_{111} = (\sigma_v^v, 0), \quad h_{112} = h_{121} = (0, 0), \]

\[ h_{122} = (0, \sigma_m^2), \quad \delta_0 = r, \quad \delta_1 = 0, \quad H_0 = 0, \quad H_1 = (\gamma_v^2, \gamma_m^2), \quad g_0 = 0, \quad l_0 = 0, l_1 = 0. \]

\[ K = \begin{pmatrix} \kappa_P^P & -\kappa_Q^Q \\ 0 & \kappa_P^M \end{pmatrix}, \quad g_1 = \begin{pmatrix} \sigma_v \gamma_v & 0 \\ 0 & \sigma_m \gamma_m \end{pmatrix}, \]

Proposition 1 and Proposition 2 except (21) will follow from results in Proposition 1 and Proposition 2 of Hong and Jin (2018). We now turn to the proof of (21) in Proposition 2. From the conditions of (21), it is easy to see that \( \tilde{\pi}^*_{b_1} < 0 \) and \( \tilde{\pi}^*_{b_2} < 0 \). To prove that \( \tilde{\pi}^*_{q_1} = 0 \), we let

\[ f(\tilde{\pi}_{q_1}) = -\tilde{\pi}_{q_1} E^Q[J^{v,Q}] + \frac{1}{1 - \gamma} E^P \left[ (1 + \tilde{\pi}_{q_1} J^{v,P})^{1-\gamma} e^{\gamma(B_1 + B_3)J^{v,P}} - 1 \right]. \]

Then, we have

\[ \frac{df(\tilde{\pi}_{q_1})}{d\tilde{\pi}_{q_1}} = -E^Q[J^{v,Q}] + E^P \left[ (1 + \tilde{\pi}_{q_1} J^{v,P})^{-\gamma} J^{v,P} e^{\gamma(B_1 + B_3)J^{v,P}} \right]. \]

Furthermore, by noticing that \( \tilde{\pi}_{q_1} \geq 0, B_1(t) < 0 \) and \( B_3(t) < 0 \), we obtain

\[ E^P \left[ (1 + \tilde{\pi}_{q_1} J^{v,P})^{-\gamma} J^{v,P} e^{\gamma(B_1 + B_3)J^{v,P}} \right] \leq E^P \left[ J^{v,P} \right], \]

implying that \( \frac{df(\tilde{\pi}_{q_1})}{d\tilde{\pi}_{q_1}} < 0 \) since \( E^Q[J^{v,Q}] > E^P[J^{v,P}] \). Consequently, \( \tilde{\pi}_{q_1}^* = 0 \).

**B Proof of Proposition 3**

We assume that the model "SV2F-PJ-VJ" in Aït-Sahalia, Karaman and Mancini (2015) is the true model and then evaluate the utility costs of suboptimal strategies based on the models "SV2F" and "SV2F-PJ", respectively. The indirect value function \( J \) of the true model "SV2F-PJ-VJ" is given in Proposition 3. We now first derive the indirect utility corresponding to the model "SV2F".
Suppose that the two variance swaps have maturities of \( \tau_1 \) and \( \tau_2 \). Let \( n_{1t} \) and \( n_{2t} \) denote the optimal portfolio strategy in the model "SV2F" which are given by (43) and (44) in Proposition 4 of Egloff, Leippold and Wu (2010). Consider the corresponding strategy \( w = (n_{1t}, n_{2t})^T \) in the model "SV2F-PJ-VJ" and let \( J^{(1)} \) denote its indirect utility. Then \( J^{(1)} \) satisfies the partial differential equation below

\[
J_t^{(1)} + \mathcal{L} J^{(1)} = 0,
\]

where \( \mathcal{L} J^{(1)} \) is the infinitesimal generator of \( J^{(1)} \). Thus, we have

\[
0 = J_t^{(1)} + \frac{1}{2} W^2 w^T \Sigma_b^{(1)}(\Sigma_b^{(1)})^T w J_W^{(1)} + W(w^T (b - r1_2) + r) J_W^{(1)}
+ (b^x)^T J_X^{(1)} + \alpha (\lambda_\infty - \lambda_t) J^{(1)}_X + W w^T \Sigma_b^{(1)} \sigma^T J_{W X}^{(1)} + \frac{1}{2} \text{Tr}(\sigma^x \sigma^T J_{X X^x}^{(1)})
+ \lambda_t E_P \left[ J_t^{(1)}(W (\pi_{q1} J^{v,P} + 1), v_t + J^{v,P}, m_t, \lambda_t + \beta_0 J^{v,P}) - J^{(1)}(W, v_t, m_t, \lambda_t) \right],
\]

where \( X_t = (v_t, m_t)^T \),

\[
\pi_{q1} = n_{1t}(\phi_v(\tau_1) + \beta_0 \phi_\lambda(\tau_1)) + n_{2t}(\phi_v(\tau_2) + \beta_0 \phi_\lambda(\tau_2)),
\]

\[
\Sigma_b^{(1)} = \begin{pmatrix}
\phi_v(\tau_1) \sigma_v \sqrt{v_t} & \phi_m(\tau_1) \sigma_m \sqrt{m_t} \\
\phi_v(\tau_2) \sigma_v \sqrt{v_t} & \phi_m(\tau_2) \sigma_m \sqrt{m_t}
\end{pmatrix}
\]

\[
b - r1_2 = \begin{pmatrix}
\phi_v(\tau_1) \sigma_v \gamma_v v_t + \phi_m(\tau_1) \sigma_m \gamma_m m_t - (\phi_v(\tau_1) + \beta_0 \phi_\lambda(\tau_1)) \mu_v^Q \lambda_t \\
\phi_v(\tau_2) \sigma_v \gamma_v v_t + \phi_m(\tau_2) \sigma_m \gamma_m m_t - (\phi_v(\tau_2) + \beta_0 \phi_\lambda(\tau_2)) \mu_v^Q \lambda_t
\end{pmatrix}.
\]

Note that according to the formulas (43) and (44) in Egloff, Leippold and Wu (2010) the jump exposure \( \pi_{q1} \) is deterministic. We guess the following indirect utility function:

\[
J^{(1)}(t, W_t, X_t) = \left[ \frac{W_t^{1-\gamma}}{1-\gamma} \left[ e^{\lambda_t \gamma} \left( e^{A^{(1)}(t) + B_1^{(1)}(t)v_t + B_2^{(1)}(t)m_t + B_3^{(1)}(t)\lambda_t} \right)^\gamma \right] \right]^{1-\gamma}
\]

By using the same method as in the proof of Proposition 1, substituting the above function \( J^{(1)} \) into the equation (27) gives the ODEs for the functions \( A^{(1)}(t), B^{(1)}(t) = (B_1^{(1)}(t), B_2^{(1)}(t))^T \) and \( B_3^{(1)}(t) \) in Proposition 3. Furthermore, the utility cost, \( CE \), of following the suboptimal strategy...
\[ w = (n_1, n_2)^T \] is obtained by applying the formulas of \( J(t, W_t(1 - CE), X_t) \) and \( J^{(1)}(t, W_t, X_t) \).

C MCMC Estimation for Variance Swap Rates

C.1 Model Discretization

we assume that the stock price, volatility and its long-run mean under a risk-neutral measure \( Q \) are given as follows:

\[
\begin{align*}
\frac{dS_t}{S_t} &= (r - \delta)dt + \sqrt{v_t} dB_{1t}^Q + (\exp(J_s^Q) - 1) dN_t - g^Q \lambda_t dt, \\
dv_t &= \kappa_r^Q (m_t - v_t) dt + \sigma_v \sqrt{v_t} dB_{2t}^Q + J_t^v, Q dN_t, \\
dm_t &= \kappa_m^Q (\theta_m^Q - m_t) dt + \sigma_m \sqrt{m_t} dB_{3t}^Q,
\end{align*}
\]

where \( \frac{dV_t}{dW_t} = \rho dt \) and \( g^Q = e^{\mu_x^Q + \sigma_x^Q/2} - 1 \). We specify the market price of risks for the Brownian motions by \( \gamma_i \) (\( i = s, v, m \)) in the following way:

\[
\Lambda_t^\top = [\gamma_s \sqrt{(1 - \rho^2)} v_t, \gamma_v \sqrt{v_t}, \gamma_m \sqrt{m_t}],
\]

and then, under the objective probability \( P \), the stock price and variance dynamics can be represented as follows:

\[
\begin{align*}
\frac{dS_t}{S_t} &= \mu_t dt + \sqrt{v_t} dB_{1t}^P + (\exp(J_s^P) - 1) dN_t - g^P \lambda_t dt, \\
dv_t &= \kappa_r^P (\frac{\kappa_r^Q}{\kappa_r^P} m_t - v_t) dt + \sigma_v \sqrt{v_t} dB_{2t}^P + J_t^v, P dN_t, \\
dm_t &= \kappa_m^P (\theta_m^P - m_t) dt + \sigma_m \sqrt{m_t} dB_{3t}^P,
\end{align*}
\]

where \( \mu_t = r_f - \delta + \gamma_s (1 - \rho^2) v_t + \gamma_v \rho v_t + (g^P - g^Q) \lambda_t, \kappa_r^P = \kappa_r^Q - \gamma_v \sigma_v, \kappa_m^P = \kappa_m^Q - \gamma_m \sigma_m, g^P = e^{\mu_x^P + \sigma_x^P/2} - 1 \) and \( \theta_m^P = \frac{\theta_m^Q \kappa_m^Q}{\kappa_m^P}, \) while \( r_f \) is the risk free rate, and \( \delta \) is the dividend yield, both taken to be constant for simplicity, and \( \frac{dV_t}{dW_t} = \rho dt \). The correlation parameter \( \rho \) is used to capture the so-called leverage effect between stock returns and variance changes. The two Brownian motions, \( B_{3t}^Q, B_{3t}^P \), are uncorrelated with other Brownian motions.

We then assume that the jump intensity \( \lambda_t \) of the counting process \( N_t \) under the measure \( Q \)
follows a self-exciting process as follows:
\[ d\lambda_t = \alpha(\lambda_\infty - \lambda_t)dt + \beta_0 J^{v,Q}_t dN_t, \] (31)

where \( \alpha, \lambda_\infty \) and \( \beta_0 > 0 \). Accordingly, its dynamics under the measure \( P \) can be represented as
\[ d\lambda_t = \alpha(\lambda_\infty - \lambda_t)dt + \beta_0 J^{v,P}_t dN_t. \] (32)

Now let \( Y_t = \ln(S_t) \) be the natural log of the stock price, \( S_t \) at time \( t > 0 \). Applying an Euler discretization to the stock price in (30) equally with a time interval \( \Delta \):
\[ Y_{t+1} - Y_t = (r + \gamma_s(1 - \rho^2)v_t + \gamma_v \rho v_t - (e^{\mu Q + \frac{\sigma^2}{2}} - 1)\lambda_t - \frac{1}{2} v_t)\Delta + \sqrt{v_t}\Delta B^P_{1,t} + \lambda_t J^{v,P}_t \Delta N_t; \]
\[ v_{t+1} - v_t = [\kappa_v P (m_t - v_t) + m_t \gamma_v \sigma_v] \Delta + \sigma_v \sqrt{v_t}\Delta B^P_{2,t} + \lambda_t J^{v,P}_t \Delta N_t; \]
\[ m_{t+1} - m_t = \kappa_m (\theta_m - m_t) \Delta + \sigma_m \sqrt{m_t}\Delta B^P_{3,t}; \]
\[ \lambda_t - \lambda_{t-1} = \alpha(\lambda_\infty - \lambda_{t-1})\Delta + \beta_0 J^{v,P}_t \Delta N_{t-1}, \] (33)

where \( r = r_f - \delta \) and \( \Delta B^P_{i,t} = B^P_{i,t+1} - B^P_{i,t} \) \( (i = 1, 2, 3) \), and so \( \Delta B^P_{i,t} \sim N(0, \Delta) \), and \( \Delta N_t = N_{t+1} - N_t \) and the latent occurrence of jumps in both price and volatility on day are expressed as
\[ \Delta N_t \sim Bernoulli(\lambda_t \Delta), \] (34)

suggesting \( \text{prob}(\Delta N_t = 1) = \lambda_t \Delta \). In particular, the discretized jump intensity, \( \lambda_t \), is conditionally deterministic and thus possesses a structure that is analogous to the structure prescribed by a GARCH model for latent volatility, with the lagged jump occurrences playing a similar role to the lagged (squared) returns in a GARCH model. Without a jump in either price or volatility, \( \lambda_t \) will revert back to its long run, or steady-state value \( \lambda_0 \). Assuming stationarity of the (discretized) jump intensity process, it is known that its long-term run under the time interval of \( \Delta \) is given by
\[ \lambda_0 = \frac{\alpha}{\alpha - \beta_0 \mu_v} \lambda_\infty, \] (35)
which implies that \( 0 < \beta_0 \max(\mu^P_v,\mu^P_\nu) < \alpha \) and \( \beta_0 > 0 \) and \( \lambda_\infty > 0 \).\(^{25}\)

We further assume that variance swap rates are collected with measurement errors. Let \( n \) denote the number of contract maturities. We may obtain \( n \) observation equations:

\[
V S_{t,\tau_i} = V S^M_{t,\tau_i}(v_t, m_t, \lambda_t; \Theta) + \epsilon_{t,\tau_i}, \tag{36}
\]

where \( V S_{t,\tau_i}, i \in \{1,2,\ldots,n\} \) presents the time-\( t \) market quote of a variance swap rate with time-to-maturity \( \tau \), and \( V S^M_{t,\tau_i}(v_t, m_t, \lambda_t; \Theta) \) is the theoretical rate for this variance swap contract, conditional on the latter variables \( v_t, m_t, \lambda_t \) and the model parameters \( \Theta \). The observation errors, \( \epsilon_{t,\tau_i} \), are assumed to follow a normal distribution with zero mean and a variance of \( \sigma^2_\epsilon \), independent of the state process and across time, e.g.,\(^{26}\)

\[
\epsilon_{t,\tau} = (\epsilon_{t,\tau_1}, \ldots, \epsilon_{t,\tau_n}) \sim N(0, \sigma^2_\epsilon I_n), \tag{37}
\]

where \( \sigma_\epsilon = (\sigma_{\epsilon,1}, \ldots, \sigma_{\epsilon,n}) \) and \( I_n \) is an \( n \times n \) identity matrix. As a result, the joint likelihood of the observation errors is represented by an \( n \)-dimensional normal density function, while the pricing error is defined as the model-based VS rate minus VS rate in volatility percentage units in terms of the root mean-squared errors (RMSEs):

\[
RMSE(\Theta; i) = \sqrt{\frac{\sum_{t=1}^{T}(\sqrt{E^Q[V S_{t,\tau_i} | \Theta]} \times 100 - \sqrt{V S_{t,\tau_i} \times 100})^2}{T}}, \tag{38}
\]

In sum, we have observations \((Y_t, V S_{t,\tau})_{t=0}^{T} \); latent variables including variances \((v_t)_{t=0}^{T} \), the central-tendency \((m_t)_{t=1}^{T} \), jump times \((N_t)_{t=1}^{T} \), price/volatility jump sizes \((J^s, J^v)_{t=1}^{T} \), the jump intensity \((\lambda_t)_{t=1}^{T} \); and parameters:

\[
\Theta = \{(\kappa^P_v, \sigma_v, \rho, \mu^P_v, \kappa^P_m, \sigma_m, \mu^P_j, \sigma_j), (\mu^Q_j, \mu^Q_\nu), (\gamma_s, \gamma_v, \gamma_m), (\alpha, \lambda_\infty, \beta_0), (\rho_\epsilon, \sigma_\epsilon)\} \tag{39}
\]

\(^{25}\)Alternatively, it can be derived from the final equation in (33):

\[
\lambda_0 = E[\lambda_t] = E[\lambda_{t-1}] = \frac{1}{\Delta} E[\Delta N_{t-1}]
\]

which implies \( \alpha \lambda_\infty - (\alpha - \beta_0 \mu^P_\nu) \lambda_0 = 0 \).

\(^{26}\)Aït-Sahalia, Karaman and Mancini (2015) document that the correlations of the observation errors in variance swap prices are close to zero across maturities.
where the first group of parameters is unique to the physical measure \( P \), the second one is unique to the risk-neutral measure \( Q \), the third one represents the market prices of return, volatility and the central tendency, the fourth one reports all parameters involving the jump intensity process, and the final one presents variance swap pricing errors.

### C.2 Prior Distributions of Model Parameters

To simplify notation, we denote the price returns as \( Y = \{Y_t\}_{t=0}^T \), the variance swap rates as \( VS = \{VS_{t,\tau}\}_{t=0}^T \), the volatility variables as \( V = \{v_t\}_{t=0}^T \), the central tendency as \( M = \{m_t\}_{t=0}^T \), the price/volatility jump times/sizes as \( J^s = \{N_t, J^s_t\}_{t=1}^T \) and \( J^v = \{N_t, J^v_t\}_{t=1}^T \) (so \( J = \{J^s, J^v\} \)) and \( N = \{N_t\}_{t=1}^T \), the jump intensity as \( \lambda = \{\lambda_t\}_{t=1}^T \).

Given the assumed dynamics of variance swap rates, we have

\[
P(\text{VS}|Y, V, M, J, \Theta) = \prod_{t=0}^{T-1} \frac{\exp\left(-\frac{1}{2} \frac{(\epsilon_{t+1,\tau} - \Sigma^{-1} \epsilon_{t+1,\tau})^2}{(2\pi)^2 |\Sigma|^\frac{1}{2}}\right)}{2\pi \sigma y_i \Delta} \tag{40}
\]

where \( \Sigma = \sigma^2 I_n \) and \( \epsilon_{t+1,\tau} = VS_{t+1,\tau} - VS_{t+1,\tau}^M \). Also, the full-information likelihood of the price returns is a product of bivariate normals as follows:

\[
P(Y|V, M, J, \Theta) = \prod_{t=0}^{T-1} \frac{\exp\left(-\frac{1}{2} \frac{(\epsilon_{y,t+1}^y)^2 - 2 \rho \epsilon_{y,t+1}^y \epsilon_{v,t+1}^v + (\epsilon_{v,t+1}^v)^2}{2(1-\rho^2)}\right)}{2\pi \sigma v_i \Delta \sqrt{1 - \rho^2}} \tag{41}
\]

where

\[
\epsilon_{y,t+1}^y = (Y_{t+1} - Y_t - (r + \gamma_s (1 - \rho^2))v_t + \gamma_v \rho v_t - (\epsilon_{y,t}^y + \frac{\sigma^2}{2}) - 1) \lambda_t - \frac{1}{2} v_t \Delta - J_{t+1}^y \Delta N_t) / \sqrt{v_t \Delta}
\]

and

\[
\epsilon_{v,t+1}^v = (v_{t+1} - v_t - \kappa_v^P (m_t - v_t) \Delta - m_t \gamma_v \sigma_v \Delta - J_{t+1}^v \Delta N_t) / (\sigma v \sqrt{v_t \Delta})
\]

We then consider the priors for parameters of all four models. To simplify the simulation procedure, we use standard conjugate priors as follows:

- **Priors for All Models.** We consider the following priors distributions:

  - **Parameters under \( P \):** \( \kappa_v^P \sim N(0,1) \), \( \sigma_v \sim \frac{1}{\sigma_v} \), \( \kappa_m^P \sim N(0,1) \), \( \theta_m^P \sim N(0,1) \), \( \sigma_m \sim \frac{1}{\sigma_m} \), \( \rho \sim \text{Uniform}(0,1) \), and \( \sigma_e \sim \frac{1}{\sigma_e} \).
- **Parameters under Q:** $\gamma_s \sim N(0,1)$, $\gamma_v \sim N(0,1)$, $\gamma_m \sim N(0,1)$.

**Specific Priors for Jumps in AKM, JP and HJ Model.** We further consider the following specific priors distributions:

- **Parameters under P:** $\mu^P_j \sim N(0,1)$, $\sigma^P_j \sim 1/\sigma_j$, $\mu^P_v \sim \frac{1}{\mu^P_v}$;
- **Parameters under Q:** $\mu^Q_j \sim N(0,1)$, $\mu^Q_v \sim N(0,1)$.

Moreover, the prior for jump intensity ($\lambda_t$) in AKM and JP Model is specified as follows:

- **Parameters for $\lambda$:** $\lambda_0 \sim N(0,5)1_{\lambda_0 > 0}$ and $\lambda_1 \sim N(0,5)1_{\lambda_1 > 0}$.

while it is given in HJ Model as follows:

- **Parameters for $\lambda$:** $\alpha \sim \text{Uniform}(0, 1/\triangle)$, $\beta_0 \sim N(0,5)1_{\beta_0 > 0}$ and $\lambda_\infty \sim N(0,5)1_{\lambda_\infty > 0}$.

**C.3 Posterior Distributions of Model Parameters and Variables**

This section discusses the posterior distributions of model parameters and latent variables for all the four models. Compared with the case of stock prices only, the posterior likelihood in the presence of volatility derivatives prices has additional component of the likelihood of variance swap pricing errors. In particular, those parameters that appear in the variance swap pricing formula usually do not have known posterior distributions. We follow the method proposed by Damine, Wakefield and Walker (1999) (hereafter DWW) and adopted in Yu, Li and Wells (2011)) to update them. Otherwise, we may follow the standard way to draw samples from the posterior distributions.

More specifically, we consider the posterior distributions of model parameters and state variables in ELW AKM, JP and HJ Model. By setting $J^s = J^v = 0$ and $\lambda = 0$, we then conduct the MCMC estimation in ELW model, while JP Model can be estimated by setting $J^v = 0$.

**C.3.1 MCMC Methods for Diffusion Components**

We first derive the posteriors for all the relevant parameters.

- **Posterior for $\kappa^P_v$.** Conditional on the prior $\kappa^P_v \sim N(0,1)$, the posterior of $\kappa^P_v$ can be expressed as follows:

  $$p(\kappa^P_v | Y, VS, V, M, J, \Theta) \propto p(VS|V, M, J, \Theta) \times p(Y|V, M, J, \Theta) \times p(\kappa^P_v),$$  

(42)
where
\[
p(VS|Y, V, M, J, \Theta) = \prod_{t=0}^{T-1} \frac{\exp(-\frac{1}{2} \epsilon_{t+1, r} \Sigma_{-1}^{-1} \epsilon_{t+1, r})}{(2\pi)^{\frac{3}{2}}|\Sigma|^\frac{1}{2}}
\]

\[
p(Y|V, M, J, \Theta) \times p(\kappa_P^t) \propto 
\prod_{t=0}^{T-1} \frac{1}{2(\rho^2)} \left( \frac{C_{t+1}}{v_t \Delta} \right)^{\frac{1}{2}} \left( \frac{2\rho C_{t+1}}{v_t \sigma^2} \right)^{\frac{1}{2}} \left( \frac{(D_{t+1} - \kappa_P^t (m_t - v_t) \Delta)^2}{\sigma v_t \Delta} \right) \times \frac{e^{-\frac{(\kappa_P^t)^2}{2}}}{\sqrt{2\pi}} 1_{\kappa_P^t > 0} \tag{43}
\]

with \( \Sigma = \sigma_v^2 I_n \) and so we have

\[
p(\kappa_P^t|Y, VS, V, M, J, \Theta) \propto \prod_{t=0}^{T-1} \frac{\exp(-\frac{1}{2} \epsilon_{t+1, r} \Sigma_{-1}^{-1} \epsilon_{t+1, r})}{(2\pi)^{\frac{3}{2}}|\Sigma|^\frac{1}{2}} \times N\left( \frac{S}{W}, \frac{1}{W} \right) 1_{\kappa_P^t > 0} \tag{44}
\]

where

\[
C_{t+1} = Y_{t+1} - Y_t - (r + \gamma_s (1 - \rho^2) v_t + \gamma_v \rho v_t - (\kappa_P^t + \sigma_v^2) - 1) \lambda_t - \frac{1}{2} \mu_t \Delta - J_{t+1}^{P} \Delta N_t;
\]

\[
D_{t+1} = v_{t+1} - v_t - m_t \gamma_v \sigma_v \Delta - J_{t+1}^{P} \Delta N_t;
\]

\[
S = \frac{1}{\sigma_v (1 - \rho^2)} \sum_{t=0}^{T-1} \frac{(m_t - v_t)}{v_t} (\frac{D_{t+1}}{\sigma_v} - \rho C_{t+1}) \tag{45}
\]

\[
W = 1 + \frac{\Delta}{\sigma_v^2 (1 - \rho^2)} \sum_{t=0}^{T-1} \frac{(m_t - v_t)^2}{v_t};
\]

Conditional on the g-th sample \( \kappa_P^g \), we follow the DWW method to draw a sample for \( \kappa_P^{g+1} \) as follows:

1. Draw \( \kappa_v^{P, *}_g \) from \( N\left( \frac{S}{W}, \frac{1}{W} \right) 1_{\kappa_P^t > 0} \);
2. Draw an auxiliary variable \( u \) from Uniform(0, \( \ell(\kappa_v^{P, g}) \));
3. Accept \( \kappa_v^{P, g+1} = \kappa_v^{P, *}_g \) if \( \ell(\kappa_v^{P, g}) > u \), and otherwise set \( \kappa_v^{P, g+1} = \kappa_v^{P, g} \).

**Posterior for \( \sigma_v \).** Conditional on the prior \( \sigma_v \sim 1/\sigma_v \), the posterior of \( \sigma_v \) can be expressed as follows:

\[
p(\sigma_v|Y, VS, V, M, J, \Theta) \propto p(VS|V, M, J, \Theta) \times p(Y|V, M, J, \Theta) \times p(\sigma_v), \tag{46}
\]
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where

\[ p(Y|V, M, J, \Theta) \propto p(\sigma_v) \propto \prod_{t=0}^{T-1} e^{-\frac{1}{2(1-\rho^2)}(C_{t+1}^2 - 2\rho C_{t+1}(\frac{D_{t+1}}{\sigma_v} - \frac{m_t \gamma v \sqrt{\Delta}}{\sqrt{\tau}}) + (\frac{D_{t+1}}{\sigma_v} - \frac{m_t \gamma v \sqrt{\Delta}}{\sqrt{\tau}})^2)} \times \frac{1}{\sigma_v} \]

\[ \propto \left( \frac{1}{\sigma_v} \right)^{\frac{T}{2} + \frac{1}{2}} \times \exp\left(-\frac{\sum_{t=0}^{T-1} D_{t+1}^2}{2(1-\rho^2)} \frac{1}{\sigma_v^2} + \rho \sum_{t=0}^{T-1} C_{t+1} D_{t+1} + \gamma_v \sqrt{\Delta} \sum_{t=0}^{T-1} D_{t+1} m_t \frac{1}{\sqrt{\tau t}} \right) \frac{1}{\sigma_v}, \tag{47} \]

where

\[ C_{t+1} = \frac{Y_{t+1} - Y_t - (r + \gamma_t(1-\rho^2)v_t + \gamma_v \rho v_t - (\epsilon_m^2 + \frac{\rho^2}{2}) - 1)\lambda_t - \frac{1}{2}v_t)\Delta - J_{t+\Delta}^s v_{t+1}}{\sigma_v} \]

\[ D_{t+1} = \frac{v_{t+1} - v_t - \epsilon_m^2 m_t - \lambda_t - J_{t+\Delta}^s v_{t+1}}{\sigma_v}. \tag{48} \]

Define

\[ \ell(\sigma_v) \triangleq \prod_{t=0}^{T-1} \frac{\exp\left(-\frac{1}{2} \epsilon_{t+1, r}^t \epsilon_{t+1, r}^{t-1} \epsilon_{t+1, r} \right)}{(2\pi)^{\frac{3}{2}} |\Sigma|^{\frac{1}{2}}} \times \exp\left(\frac{\rho \sum_{t=0}^{T-1} C_{t+1} D_{t+1} + \gamma_v \sqrt{\Delta} \sum_{t=0}^{T-1} D_{t+1} m_t \frac{1}{\sqrt{\tau t}}}{1-\rho^2} \frac{1}{\sigma_v} \right). \]

We then have

\[ p(\sigma_v|Y, VS, V, M, J, \Theta) \propto \ell(\sigma_v) \times \left( \frac{1}{\sigma_v} \right)^{T+\frac{1}{2}} \times \exp\left(-\frac{\sum_{t=0}^{T-1} D_{t+1}^2}{2(1-\rho^2)} \frac{1}{\sigma_v^2} \right) = \ell(\sigma_v) \times f\left( \frac{1}{\sigma_v^2} \right), \]

where \( f(x) \sim Gamma(x; a, b) \) with

\[ a = \frac{T}{2} + \frac{3}{2}; \]

\[ b = \left( \frac{\sum_{t=0}^{T} D_{t+1}^2}{2(1-\rho^2)} \right)^{-1}; \tag{49} \]

Given the sample of \( \sigma_v^2 \), the sample of \( \sigma_v^{2+1} \) is drawn as follows:

1. Draw \( \sigma_v^2 \) from \( Gamma\left(\frac{1}{\sigma_v^2}; a, b\right) \);
2. Draw an auxiliary variable \( u \) from \( Uniform(0, \ell(\sigma_v^2)) \);
3. Accept \( \sigma_v^{2+1} = \sigma_v^2 \) if \( \ell(\sigma_v^2) > u \), and otherwise set \( \sigma_v^{2+1} = \sigma_v^2 \).

**Posterior for \( \rho \).** Conditional on the prior \( \rho \sim Uniform(0, 1) \), the posterior of \( \rho \) can be
expressed as follows:

\[
p(\rho | Y, V, M, J, \Theta) \propto p(Y | V, M, J, \Theta) \times p(\rho),
\]

\[
T^{-1} \prod_{t=0}^{T-1} \frac{1}{2\pi \sigma_v v_t \sqrt{1 - \rho^2}} \exp\left(-\frac{(C_{t+1} - \rho(\gamma_v - \gamma_s) v_t \Delta)^2}{2 \sigma_v^2 v_t \Delta^2} - 2 \rho (C_{t+1} - \rho(\gamma_v - \gamma_s) v_t \Delta) D_{t+1} \right) \times 1
\]

\[
\propto (1 - \rho^2)^{-\frac{T-1}{2}} \exp\left(-\frac{1}{2(1 - \rho^2)} \sum_{t=0}^{T-1} \frac{1}{v_t} \Delta (C_{t+1}^2 + \frac{D_{t+1}^2}{\sigma_v^2}) \right) \times \exp\left(-\frac{\rho^2}{2(1 - \rho^2)} [(\gamma_v - \gamma_s \rho) \sum_{t=0}^{T-1} v_t \Delta + 2 \sum_{t=0}^{T-1} D_{t+1}] \right) \times \exp\left(-\frac{\rho}{1 - \rho^2} [(\gamma_v - \gamma_s \rho) \sum_{t=0}^{T-1} C_{t+1} + \sum_{t=0}^{T-1} \frac{C_{t+1} D_{t+1}}{\sigma_v v_t \Delta}] \right)
\]

\[\triangleq \ell(\rho)\]

where

\[
C_{t+1} = Y_{t+1} - Y_t - (r + \gamma_s v_t - (e^{\lambda_t^2} + \frac{\sigma_v^2}{2}) - 1) \lambda_t - \frac{1}{2} v_t \Delta - J^{s,P}_{t+1} \Delta N_t;
\]

\[
D_{t+1} = v_{t+1} - v_t - \kappa_v^P (m_t - v_t) \Delta - m_t \gamma_s \sigma_v \Delta - J^{s,P}_{t+1} \Delta N_t.
\]

We then follow the approach used in Yu, Li and Wells (2011) to draw the sample for \( \rho \). Given the sample of \( \rho^g \), the sample of \( \rho^{g+1} \) is drawn as follows:

1. Draw \( \frac{1}{2} \log(\frac{1+\rho^g}{1-\rho^g}) \) from \( N(\frac{1}{2} \log(\frac{1+\rho^g}{1-\rho^g}), \frac{1}{T^2}) \) to generate a sample \( \rho^* \), where \( \rho_r = Corr(C, D) \), with \( C = \{C_{t+1}\}_{t=0}^{T-1}, D = \{D_{t+1}\}_{t=0}^{T-1} \), and define \( z(\rho_r) = \frac{1}{2} \log(\frac{1+\rho^g}{1-\rho^g}) \) which is the formula of Fisher’s Z transformation\textsuperscript{27};

2. Accept \( \rho^{g+1} = \rho^* \) with probability \( \alpha(\rho^g, \rho^*) \), where

\[
\alpha(\rho^g, \rho^*) = \min\left(\frac{\ell(\rho^*)}{\ell(\rho^g)} \times \frac{\exp\left(-\frac{(z(\rho^g) - z(\rho^*))^2}{2}\right)}{\exp\left(-\frac{(z(\rho^*) - z(\rho^g))^2}{2}\right)}, 1\right)
\]

Yu, Li and Wells (2011) suggest that this approach converges more quickly than the one without the transformation by removing the negative skewness of the sampling distribution for Pearson’s correlation \( \rho \).

\textsuperscript{27}The Fisher transformation implies that \( z(\rho) \) is approximately normally distributed with mean \( \frac{1}{2} \log(\frac{1+\rho}{1-\rho}) \) and variance \( \frac{1}{T^2} \), where \( T \) indicates the observation number.
• **Posterior for** $\kappa_m^P$. Conditional on the prior $\kappa_m^P \sim N(0, 1)1_{\kappa_m^P > 0}$, the posterior of $\kappa_m^P$ can be expressed as follows:

$$p(\kappa_m^P | \text{VS, V, M, J, } \Theta) \propto p(\text{VS} | \text{V, M, J, } \Theta) \times p(M | \text{V, J, } \Theta) \times p(\kappa_m^P),$$  \quad (52)

where

$$p(\text{VS} | Y, \text{V, M, J, } \Theta) \propto \prod_{t=0}^{T-1} \exp\left(-\frac{1}{2} \epsilon_{t+1, t} \Sigma_{t}^{-1} \epsilon_{t+1, t}^T\right) \triangleq \ell(\kappa_m^P)$$

$$p(M | \text{V, J, } \Theta) \times p(\kappa_m^P) \propto \prod_{t=0}^{T-1} \frac{1}{\sqrt{2\pi \sigma_m^2}} \exp\left(-\frac{(\theta_m^P - m_t)^2}{2\sigma_m^2 m_t \Delta}\right) \times e^{-\frac{(\kappa_m^P)^2}{2}1_{\kappa_m^P > 0}}$$

\[\propto N\left(\frac{S}{W}, \frac{1}{W}\right)1_{\kappa_m^P > 0},\]  \quad (53)

where

$$E_{t+1} = m_{t+1} - m_t;$$

$$S = \frac{1}{\sigma_m^2} \sum_{t=0}^{T-1} \frac{(\theta_m^P - m_t) E_{t+1}}{m_t};$$

$$W = 1 + \frac{\Delta}{\sigma_m^2} \sum_{t=0}^{T-1} \frac{(\theta_m^P - m_t)^2}{m_t}.$$  \quad (54)

and so the posterior for $\kappa_m^P$ is given by

$$p(\kappa_m^P | \text{VS, V, M, J, } \Theta) \propto \ell(\kappa_m^P) \times N\left(\frac{S}{W}, \frac{1}{W}\right)1_{\kappa_m^P > 0}.\]  \quad (55)

We follow the DWW method to draw sample for $\kappa_m^{P,g+1}$ as follows, conditional on the g-th sample $\kappa_m^{P,g}$:

1. Draw $\kappa_m^{P,*}$ from $N\left(\frac{S}{W}, \frac{1}{W}\right)1_{\kappa_m^P > 0}$;
2. Draw an auxiliary variable $u$ from $Uniform(0, \ell(\kappa_m^{P,g}))$;
3. Accept $\kappa_m^{P,g+1} = \kappa_m^{P,*}$ if $\ell(\kappa_m^{P,*}) > u$, and otherwise set $\kappa_m^{P,g+1} = \kappa_m^{P,g}$.

• **Posterior for** $\theta_m^P$. Conditional on the prior $\theta_m^P \sim N(0, 1)1_{\theta_m^P > 0}$, the posterior of $\theta_m^P$ can be
expressed as follows:

\[
p(\theta_m^P|VS, V, M, J, \Theta) \propto p(VS|V, M, J, \Theta) \times p(M|V, J, \Theta) \times p(\kappa_m^P),
\]

where

\[
p(VS|Y, V, M, J, \Theta) \propto \prod_{t=0}^{T-1} \frac{\exp\left(-\frac{1}{2} \epsilon_{t+1,\tau} \Sigma^{-1} \epsilon_{t+1,\tau}\right)}{(2\pi)^{\frac{N}{2}} |\Sigma|^{\frac{1}{2}}} \triangleq \ell(\theta_m^P)
\]

\[
p(M|V, J, \Theta) \times p(\theta_m^P) \propto \prod_{t=0}^{T-1} \frac{1}{\sqrt{2\pi \sigma_m^2}} \exp\left(-\frac{(E_{t+1} - \kappa_m^P \theta_m^P \Delta)^2}{2\sigma_m^2 m_t \Delta}\right) \times \frac{e^{-\left(\sigma_m^2\right)^2 / 2 \theta_m^P > 0}}{\sqrt{2\pi}}
\]

\[
\propto N\left(S \frac{S}{W}, 1 W\right) 1_{\theta_m^P > 0},
\]

where

\[
E_{t+1} = m_{t+1} - (1 - \kappa_m^P \Delta) m_t;
\]

\[
S = \kappa_m^P \Sigma^{-1} \sum_{t=0}^{T-1} m_t
\]

\[
W = 1 + \frac{(\kappa_m^P)^2 \Delta}{\sigma_m^2} \sum_{t=0}^{T-1} \frac{1}{m_t},
\]

and so the posterior for \(\theta_m^P\) is given by

\[
p(\theta_m^P|VS, V, M, J, \Theta) \propto \ell(\theta_m^P) \times N\left(S \frac{S}{W}, 1 W\right) 1_{\theta_m^P > 0}.
\]

We follow the DWW method to draw sample for \(\theta_m^{P,g+1}\) as follows, conditional on the g-th sample \(\theta_m^{P,g}\):

1. Draw \(\theta_m^{P,*}\) from \(N\left(S \frac{S}{W}, 1 W\right) 1_{\theta_m^P > 0}\);
2. Draw an auxiliary variable \(u\) from \(Uniform(0, \ell(\theta_m^{P,g}))\);
3. Accept \(\theta_m^{P,g+1} = \theta_m^{P,*}\) if \(\ell(\theta_m^{P,*}) > u\), and otherwise set \(\theta_m^{P,g+1} = \theta_m^{P,g}\).

**Posterior for \(\sigma_m\).** Conditional on the prior \(\sigma_m \sim 1/\sigma_m\), the posterior of \(\sigma_m\) can be expressed
as follows:

\[
p(\sigma_m|\text{VS, V, M, J, } \Theta) \propto p(\text{VS}|\text{V, M, J, } \Theta) \times p(\text{M}|\text{V, J, } \Theta) \times p(\sigma_m),
\]

where

\[
p(\text{VS}|\text{Y, V, M, J, } \Theta) = \prod_{t=0}^{T-1} \frac{\exp\left(-\frac{1}{2} \epsilon_{t+1, \tau} \Sigma^{-1} \epsilon_{t+1, \tau}\right)}{(2\pi)^{n/2} |\Sigma|^{1/2}} \triangleq \ell(\sigma_m)
\]

\[
p(\text{M}|\text{V, J, } \Theta) \times p(\sigma_m) \propto \prod_{t=0}^{T-1} \frac{1}{\sqrt{2\pi} m_t \Delta \sigma_m} \exp\left(-\frac{(E_{t+1})^2}{2\sigma_m^2 m_t \Delta}\right) \times \frac{1}{\sigma_m}
\]

\[
\propto \left(\frac{1}{\sigma_m^2}\right)^{T+\frac{3}{2}} \exp\left(-\frac{1}{2\Delta} \sum_{t=0}^{T-1} \frac{E_{t+1}^2}{m_t} \times \frac{1}{\sigma_m^2}\right),
\]

where

\[
E_{t+1} = m_{t+1} - m_t - \kappa_m P_m (\theta_m - m_t) \Delta.
\]

We then have

\[
p(\sigma_m|\text{VS, V, MJ, } \Theta) \propto \ell(\sigma_m) \times \left(\frac{1}{\sigma_m^2}\right)^{T+\frac{3}{2}} \exp\left(-\frac{1}{2\Delta} \sum_{t=0}^{T-1} \frac{E_{t+1}^2}{m_t} \times \frac{1}{\sigma_m^2}\right) = \ell(\sigma_m) \times f\left(\frac{1}{\sigma_m^2}\right),
\]

where \(f(x) \sim Gamma(x; a, b)\) with

\[
a = \frac{T}{2} + \frac{3}{2};
\]

\[
b = \left(\frac{1}{2\Delta} \sum_{t=0}^{T-1} \frac{E_{t+1}^2}{m_t}\right)^{-1};
\]

We now follow the DWW method to draw the sample for \(\sigma_m\). Given the sample of \(\sigma_m^g\), the sample of \(\sigma_m^{g+1}\) is drawn as follows:

1. Draw \(1/(\sigma_m^g)^2\) from \(Gamma\left(\frac{1}{\sigma_m^g}; a, b\right)\) to generate a sample \(\sigma_m^*\);

2. Draw an auxiliary variable \(u\) from \(Uniform(0, \ell(\sigma_m^g))\);

3. Accept \(\sigma_m^{g+1} = \sigma_m^*\) if \(\ell(\sigma_m^*) > u\), and otherwise set \(\sigma_m^{g+1} = \sigma_m^g\).

- **Posterior for** \(\gamma_s\). Conditional on the prior \(\gamma_s \sim N(0, 1)\), the posterior of \(\gamma_s\) can be expressed
as follows:

\[ p(\gamma_s | \mathbf{Y}, \mathbf{V}, \mathbf{M}, \mathbf{J}, \Theta) \propto p(\mathbf{Y} | \mathbf{V}, \mathbf{M}, \mathbf{J}, \Theta) \times p(\gamma_s), \quad (62) \]

where

\[
p(\mathbf{Y} | \mathbf{V}, \mathbf{M}, \mathbf{J}, \Theta) \times p(\gamma_s) \propto \prod_{t=0}^{T-1} e^{-\frac{1}{2(1-\rho^2)} (\frac{(C_{t+1} - (1-\rho^2)v_t \Delta \gamma_s)^2}{v_t \Delta} - \frac{2\rho(C_{t+1} - (1-\rho^2)v_t \Delta \gamma_s)D_{t+1} + D_{t+1}^2}{\sigma_v^2 v_t \Delta})} \times e^{-\frac{\gamma_s^2}{2}} \]

\[
\propto \prod_{t=0}^{T-1} e^{-\frac{1}{2}((1-\rho^2)v_t \Delta \gamma_s^2 - 2(C_{t+1} - \frac{D_{t+1}}{\sigma_v} \gamma_s) \gamma_s) \times e^{-\frac{\gamma_s^2}{2}}} \]

\[
\times N(S, \frac{1}{W}), \quad (63)
\]

where

\[
C_{t+1} = Y_{t+1} - Y_t - (r + \gamma_v \rho v_t - \frac{1}{2} v_t - (\mu_0^2 + \sigma_j^2/2 - 1)\lambda_t) \Delta - J^{p}_{t+1} \Delta N_t;
\]

\[
D_{t+1} = v_{t+1} - v_t - \kappa_v^P (m_t - v_t) \Delta - m_t \gamma_v \sigma_v \Delta - J^{n}_{t+1} \Delta N_t;
\]

\[
S = \sum_{t=0}^{T-1} (C_{t+1} - \frac{\rho}{\sigma_v} D_{t+1}) \]

\[
W = 1 + (1 - \rho^2) \Delta \sum_{t=0}^{T-1} v_t; \quad (64)
\]

• **Posterior for \( \gamma_v \).** Conditional on the prior \( \gamma_v \sim N(0, 1) \), the posterior of \( \gamma_v \) can be expressed as follows:

\[ p(\gamma_v | \mathbf{Y}, \mathbf{VS}, \mathbf{V}, \mathbf{M}, \mathbf{J}, \Theta) \propto p(\mathbf{VS} | \mathbf{Y}, \mathbf{V}, \mathbf{M}, \mathbf{J}, \Theta) \times p(\mathbf{Y} | \mathbf{V}, \mathbf{M}, \mathbf{J}, \Theta) \times p(\gamma_v), \quad (65) \]
where

\[
p(\mathbf{V} | \mathbf{M}, \mathbf{J}, \Theta) \propto p(\gamma_v) \times \prod_{t=0}^{T-1} \frac{\exp(-\frac{1}{2} \epsilon_t^{\prime} \Sigma^{-1} \epsilon_t)}{(2\pi)^{\frac{T}{2}} |\Sigma|^{\frac{T}{2}}}
\]

\[
p(\mathbf{Y} | \mathbf{V}, \mathbf{M}, \mathbf{J}, \Theta) \propto p(\gamma_v) \times \prod_{t=0}^{T-1} \frac{e^{-\frac{1}{2} \left( C_{t+1} - \rho v_t \Delta \gamma_v \right)^2 \sigma_t^2 v_t}}{2 \pi \sigma_t^2 v_t \sqrt{1 - \rho^2}} \times e^{-\frac{\gamma_v}{2}} \times e^{-\frac{(\rho^2 \Delta \sum_{t=0}^{T-1}(v_t - 2m_t) + \Delta \sum_{t=0}^{T-1} m_t^2)}{1 - \rho^2}} \times e^{-\frac{(\rho^2 \Delta \sum_{t=0}^{T-1}(C_{t+1} - \rho m_t - \frac{m_t^2}{v_t} - \frac{D_{t+1} \rho^2}{v_t})}{1 - \rho^2}}}
\]

\[
\times \frac{\Delta}{\Delta} \times e^{-\frac{(\rho^2 \Delta \sum_{t=0}^{T-1}(v_t - 2m_t) + \Delta \sum_{t=0}^{T-1} m_t^2)}{1 - \rho^2}} \times e^{-\frac{(\rho^2 \Delta \sum_{t=0}^{T-1}(C_{t+1} - \rho m_t - \frac{m_t^2}{v_t} - \frac{D_{t+1} \rho^2}{v_t})}{1 - \rho^2}}}
\]

\[
\times N \left( \frac{S}{W}, \frac{1}{W} \right),
\]

and so the posterior for \( \gamma_v \) is given by

\[
p(\gamma_v | \mathbf{Y}, \mathbf{V}, \mathbf{S}, \mathbf{M}, \mathbf{J}, \Theta) \propto \ell(\gamma_v) \times N \left( \frac{\Delta}{\Delta}, \frac{1}{W} \right).
\]

Conditional on the sample \( \gamma_v^g \), the sample of \( \gamma_v^{g+1} \) is drawn by applying the DWW method:

1. Draw a sample \( \gamma_v^* \) from \( N \left( \frac{S}{W}, \frac{1}{W} \right) \);
2. Draw an auxiliary variable \( u \) from \( Uniform(0, \ell(\gamma_v^g)) \);
3. Accept \( \gamma_v^{g+1} = \gamma_v^* \) if \( \ell(\gamma_v^* > u \), and otherwise set \( \gamma_v^{g+1} = \gamma_v^g \).

- **Posterior for \( \gamma_m \).** Conditional on the prior \( \gamma_m \sim N(0, 1) \), the posterior of \( \gamma_m \) can be
expressed as follows:

\[
p(\gamma_m|Y, VS, V, M, J, \Theta) \propto p(VS|Y, V, M, J, \Theta) \times p(\gamma_m) \\
\propto \prod_{t=0}^{T-1} \frac{\exp(-\frac{1}{2} \epsilon_{t+1,\tau} \Sigma^{-1} \epsilon_{t+1,\tau})}{(2\pi)^{\frac{n}{2}} |\Sigma|^{\frac{1}{2}}} \times \exp(-\frac{\gamma_m^2}{2}) \triangleq \ell(\gamma_m). \tag{69}
\]

Conditional on the sample \(\gamma_m^g\), the sample of \(\gamma_m^{g+1}\) is drawn by applying the DWW method:

1. Draw a sample \(\gamma_m^*\) from \(N(\gamma_m^g, 1)\);
2. Draw an auxiliary variable \(u\) from \(\text{Uniform}(0, 1)\);
3. Accept \(\gamma_m^{g+1} = \gamma_m^*\) if \(\min(\frac{\ell(\gamma_m^*)}{\ell(\gamma_m^g)}, 1) > u\), and otherwise set \(\gamma_m^{g+1} = \gamma_m^g\).

\* Posterior for \(\sigma_{\epsilon}\). Conditional on the prior \(\sigma_{\epsilon} = (\sigma_{\epsilon,1}, \cdots, \sigma_{\epsilon,n})\) with \(\sigma_{\epsilon,i} \sim 1/\sigma_{\epsilon,i}\), the posterior of \(\sigma_{\epsilon}\) can be expressed as follows:

\[
p(\sigma_{\epsilon}|VS, V, M, J, \Theta) \propto p(VS|V, M, J, \Theta) \times p(M|V, J, \Theta) \times p(\sigma_{\epsilon}) \\
\propto \prod_{i=1}^{n} \frac{1}{\sigma_{\epsilon,i}} \cdot \exp\left(-\frac{1}{2} \sum_{t=0}^{T-1} \epsilon_{t+1,\tau_i}^2 \sigma_{\epsilon,i}^{-1} \epsilon_{t+1,\tau_i} \sigma_{\epsilon,i}^{-1} \epsilon_{t+1,\tau_i} \right) \cdot \exp\left(-\frac{1}{2} \Sigma_\epsilon^{-1} \right) \\
\propto \prod_{i=1}^{n} \frac{1}{\sigma_{\epsilon,i}} \cdot \exp\left(-\frac{1}{2} \sum_{t=0}^{T-1} \epsilon_{t+1,\tau_i}^2 \sigma_{\epsilon,i}^{-1} \epsilon_{t+1,\tau_i} \right) \cdot \exp\left(-\frac{1}{2} \Sigma_\epsilon^{-1} \right) \\
\propto \prod_{i=1}^{n} \exp\left(-\frac{1}{2} \sum_{t=0}^{T-1} \epsilon_{t+1,\tau_i}^2 \sigma_{\epsilon,i}^{-1} \epsilon_{t+1,\tau_i} \right) \cdot \frac{1}{\sigma_{\epsilon,i}} \\
\propto \prod_{i=1}^{n} \exp\left(-\frac{1}{2} \sum_{t=0}^{T-1} \epsilon_{t+1,\tau_i}^2 \right) \cdot \frac{1}{\sigma_{\epsilon,i}} \\
\propto \prod_{i=1}^{n} \text{Gamma}\left(\frac{1}{\sigma_{\epsilon,i}^2}; a, b_i\right),
\]

where \(\Sigma = \sigma_{\epsilon}^2 \times I_n\), and

\[
a = \frac{T}{2} + 3, \\
b_i = \frac{1}{2} \sum_{t=0}^{T-1} \epsilon_{t+1,\tau_i}^2.
\]

Then the sample of \(\sigma_{\epsilon,m}^{g+1}\) is drawn from \(\text{Gamma}(\frac{1}{\sigma_{\epsilon,i}^2}; a, b_i)\) for \(i = 1, \cdots, n\).
C.3.2 MCMC Methods for Jump Components

- **Posterior for** $\mu^P_j$ **and** $\mu^Q_j$. Conditional on the prior $\mu^P_j \sim N(m, M^2)$, the posterior of $\mu^P_j$ can be expressed as follows:

$$p(\mu^P_j | J) \propto p(J | \mu^P_j) \times p(\mu^P_j)$$

$$\propto \prod_{t=0}^{T-1} \frac{1}{\sqrt{2\pi}\sigma_j} \exp\left(-\frac{(J_{t+1}^P - \mu^P_j)^2}{2\sigma_j^2}\right) \times \exp\left(-\frac{(\mu^P_j - m)^2}{2M^2}\right)$$

$$\propto \exp\left(-\frac{1}{2}\left(\frac{T}{\sigma_j^2} + \frac{1}{M^2}\right)(\mu^P_j)^2 - 2\left(m \cdot \frac{m}{M^2} + \sum_{t=0}^{T-1} J_{t+1}^P \cdot \frac{\mu^P_j}{\sigma_j^2}\right)\right)$$

$$\propto N\left(\frac{S}{W}, \frac{1}{W}\right),$$

where $W = \frac{T}{\sigma_j^2} + \frac{1}{M^2}$ and $S = \frac{m}{M^2} + \sum_{t=0}^{T-1} \frac{J_{t+1}^P}{\sigma_j^2}$. Then the sample of $\mu^P_j$ can be drawn directly.

Similarly, the posterior for $\mu^Q_j$ is given as follows:

$$p(\mu^Q_j | Y, VS, V, M, J, \Theta) \propto p(VS | V, M, J, \Theta) \times p(\mu^Q_j | Y, V, M, J) \times p(\mu^Q_j)$$

$$\propto \prod_{t=0}^{T-1} \frac{1}{\sqrt{2\pi}\sigma_v} \exp\left(-\frac{(C_{t+1} + \mu_v^Q \lambda^\Delta)^2}{2\sigma_v^2}\right) \times \frac{\sum_{t=0}^{T-1} \frac{J_{t+1}^Q}{\sigma_v^2} \cdot (\mu_v^Q)^2}{\sigma_v^2} \times \exp\left(-\frac{\mu_v^Q - m}{2M^2}\right)$$

where $28$

$$p(VS | V, M, J, \Theta) \propto \prod_{t=0}^{T-1} \frac{1}{\sqrt{2\pi}\sigma_v} \exp\left(-\frac{(C_{t+1} + \mu_v^Q \lambda^\Delta)^2}{2\sigma_v^2}\right) \times \exp\left(-\frac{\mu_v^Q - m}{2M^2}\right).$$

$28$To sample $\mu^Q_j$, we follow the Taylor expansion of $e^x$ for $(e^{\mu^Q_j + \frac{x^2}{2} - 1})$. 
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where

\[
C_{t+1} = Y_{t+1} - Y_t - (r + \gamma_s(1 - \rho^2)v_t + \gamma_v\rho v_t - \frac{1}{2}v_t - \frac{\sigma^2}{2}\lambda_t)\Delta - J_{t+\Delta}^sP\Delta N_t;
\]

\[
D_{t+1} = v_{t+1} - v_t - \kappa^P(m_t - v_t)\Delta - m_t\gamma_v\sigma_v\Delta - J_{t+\Delta}^vP\Delta N_t;
\]

\[
S = \frac{1}{1 - \rho^2} \sum_{t=0}^{T-1} \frac{\lambda_t}{v_t} (\frac{pD_{t+1}}{\sigma_v} - C_{t+1}) + \frac{m}{M^2};
\]

\[
W = \frac{1}{M^2} + \frac{\Delta}{1 - \rho^2} \sum_{t=0}^{T-1} \frac{\lambda_t^2}{v_t}.
\]

Conditional on the sample \(\mu_j^{Q,q}\), the sample of \(\mu_j^{Q,g+1}\) is drawn by applying the Metropolis-Hastings algorithm:

1. Draw a sample \(\mu_j^{Q,*}\) from \(N(S/W, 1/W)\);
2. Draw an auxiliary variable \(u\) from \(\text{Uniform}(0, \ell(\mu_j^{Q,g}))\);
3. Accept \(\mu_j^{Q,g+1} = \mu_j^{Q,*}\) if \(\ell(\mu_j^{Q,*}) > u\), and otherwise set \(\mu_j^{Q,g+1} = \mu_j^{Q,g}\).

**Posterior for \(\sigma_j\)**. Conditional on the prior \(\sigma_j^2 \sim IG(m, M)\), the posterior of \(\sigma_j^2\) can be expressed as follows:

\[
p(\sigma_j|VS, V, MJ, \Theta) \propto p(VS|V, M, J, \Theta) \times p(\sigma_j|Y, V, MJ, \Theta) \times p(J^s|\sigma_j) \times p(\sigma_j)
\]

where \(^{29}\)

\[
p(VS|Y, V, M, J, \Theta) \propto \prod_{t=0}^{T-1} \frac{\exp(-\frac{1}{2}e'_{t+1,\tau} \Sigma^{-1}e_{t+1,\tau})}{(2\pi)^{\frac{1}{2}}|\Sigma|^{1/2}}
\]

\[
p(\sigma_j^2|Y, V, M, J, \Theta) \propto \prod_{t=0}^{T-1} \frac{1}{2(1 - \rho^2)} \left(\frac{(C_{t+1} + \sigma_j^2\lambda_j\Delta/2)^2}{\lambda_t\Delta} - 2\sigma_j^2(C_{t+1} + \sigma_j^2\lambda_j\Delta/2)D_{t+1} + \frac{D_{t+1}^2}{\sigma_j^2\lambda_t\Delta}\right)
\]

\[
\times e^{-\frac{\sigma_j^2/2}{2(1 - \rho^2)} \sum_{t=0}^{T-1} \lambda_t^2 v_t^2 + \frac{\sigma_j^2/2}{1 - \rho^2} \sum_{t=0}^{T-1} \lambda_t v_t (\frac{pD_{t+1}}{\sigma_v} - C_{t+1})}
\]

\[
p(J^s|\sigma_j^2) \propto p(\sigma_j) \propto \prod_{t=0}^{T-1} \frac{1}{\sqrt{2\pi}\sigma_j} \exp\left(-\frac{(J_{t+1}^s - \mu_j)^2}{2\sigma_j^2}\right) \times \frac{M^m(\sigma_j^2)^{m-1}e^{-M/M_j}}{\Gamma(m)}
\]

\[
\propto \left(\frac{1}{\sigma_j^2}\right)^{T/2 + m + 1} \exp\left(-(M + \frac{1}{2} \sum_{t=0}^{T-1} (J_{t+1}^s - \mu_j)^2) \frac{1}{\sigma_j^2}\right),
\]

\(^{29}\)To sample \(\sigma_j\), we follow the same way used in sampling \(\mu_j^Q\).
where

\[ C_{t+1} = Y_{t+1} - Y_t - (r + \gamma_s(1 - \rho^2)v_t + \gamma_v\rho v_t - \frac{1}{2}v_t - \mu_j^2\lambda_t)\Delta - J_{t+\Delta}^{s,P}\Delta N_t; \]

\[ D_{t+1} = v_{t+1} - v_t - \kappa_v^P(m_t - v_t)\Delta - m_t\gamma_v\sigma_v\Delta - J_{t+\Delta}^{v,P}\Delta N_t. \]

Now we define

\[ \ell(\sigma_j^2) \triangleq p(\text{VS}|Y, V, M, J, \Theta) \times p(\sigma_j^2|Y, V, M, J, \Theta). \tag{75} \]

We then have

\[ p(\sigma_j^2|\text{VS}, V, M, J, \Theta) \propto \ell(\sigma_j^2) \times f\left(\frac{1}{\sigma_j^2}\right), \]

where \( f(x) \sim \Gamma(x; a, b) \) with

\[ a = \frac{T}{2} + m; \]

\[ b = \frac{1}{M + \frac{1}{2}\sum_{t=0}^{T-1}(J_{t+1}^{s,P} - \mu_j^2)^2}; \tag{76} \]

We now follow the DWW method to draw the sample for \( \sigma_j \). Given the sample of \( \sigma_j^g \), the sample of \( \sigma_j^{g+1} \) is drawn as follows:

1. Draw \( 1/(\sigma_j^g)^2 \) from \( \Gamma\left(\frac{1}{\sigma_j^g}; a, b\right) \) to generate a sample \( \sigma_j^* \);
2. Draw an auxiliary variable \( u \) from \( \text{Uniform}(0, \ell(\sigma_j^g)) \);
3. Accept \( \sigma_j^{g+1} = \sigma_j^* \) if \( \ell(\sigma_j^*) > u \), and otherwise set \( \sigma_j^{g+1} = \sigma_j^g \).

**Posterior for** \( \mu_v^P \) and \( \mu_v^Q \). Conditional on the prior \( \mu_v^P \sim IG(m, M) \), the posterior of \( \mu_v^P \) can be expressed as follows:

\[ p(\mu_v^P|J^v) \propto p(J^v|\mu_v^P) \times p(\mu_v^P) \]

\[ \propto \prod_{t=0}^{T-1} \frac{1}{\mu_v^P} \exp\left(-\frac{J_{t+1}^{v,P}}{\mu_v^P}\right) \times \frac{M^m(\mu_v^P)^{-m-1}e^{-\frac{M}{\mu_v^P}}}{\Gamma(m)} \]

\[ \propto \left(\frac{1}{\mu_v^P}\right)^{T+m+1} \exp\left(-\frac{1}{\mu_v^P}(M + \sum_{t=0}^{T-1} J_{t+1}^{v,P})\right) \]

\[ = \Gamma\left(\frac{1}{\mu_v^P}; a, b\right) \]

where \( a = T + m \) and \( b = \frac{1}{M + \sum_{t=0}^{T-1} J_{t+1}^{v,P}} \). Then the sample of \( \mu_v^P \) is drawn from \( \Gamma(\frac{1}{\mu_v^P}; a, b) \).
Similarly, the posterior for $\mu^Q_v$ is given as follows:

$$p(\mu^Q_v | Y, VS, V, M, J, \Theta) \propto p(VS | V, M, J, \Theta) \times p(\mu^Q_v)$$

$$\propto \prod_{t=0}^{T-1} \exp\left(-\frac{1}{2} \epsilon_{t+1,\tau}^t \Sigma^{-1} \epsilon_{t+1,\tau}^t \right) \times e^{-\frac{\mu^Q_v^2}{2}} \frac{1}{\mu^Q_v > 0} \triangleq \ell(\mu^Q_v).$$

(78)

Then, the sample of $\mu^{Q,g+1}_v$ is drawn by applying the Metropolis-Hastings algorithm with a proposal density of the Gamma distribution.

We now present the posteriors for the parameters that characterize the process of the jump density ($\lambda_t$) in AKM, JP and HJ Model. Given the priors for $\lambda_i (i = 0, 1)$, $\lambda_i \sim N(m, M)1_{\lambda_i > 0}$:

$$p(\lambda_i | VS, \Theta) \propto \prod_{t=0}^{T-1} \exp\left(-\frac{1}{2} \epsilon_{t+1,\tau}^t \Sigma^{-1} \epsilon_{t+1,\tau}^t \right) \times e^{-\frac{(\lambda_i - m)^2}{2}} \frac{1}{\lambda_i > 0 \sqrt{2\pi M^2}},$$

(79)

with $m = 0$ and $M = 5$. We use a normal distribution centered at the previous draw with constant variance $M$ to generate a sample for $\lambda_i$, and then follow the DWW procedure to update the sampling through the Metropolis-Hasting algorithm. For HJ Model, the sampling of $\lambda_\infty$ and $\beta_0$ can be done similarly, while the posterior for $\alpha$ is given by:

$$p(\alpha | VS, \Theta) \propto \prod_{t=0}^{T-1} \exp\left(-\frac{1}{2} \epsilon_{t+1,\tau}^t \Sigma^{-1} \epsilon_{t+1,\tau}^t \right) \times p(\alpha),$$

(80)

where $\alpha \sim U(\beta_0 \mu^Q_v, 1/\Delta)$, and the sampling of $\alpha$ is drawn from its posterior through the Metropolis-Hasting algorithm.

### C.3.3 Updating State Variables

We now derive the posteriors of those state variables, including $N, J, V, M$.

- **Posterior for $\Delta N_t$.** For the jump times, the conditional posterior is Bernoulli, since $\Delta N_t$ can only take two values between 0 and 1 in each time interval. Accordingly, the Bernoulli
probability is given by

\[ p(\Delta N_t = 1|\Theta, Y, V, M, J) \]
\[ \propto p(Y_{t+1}, v_{t+1}|\Theta, V, M, J, \Delta N_t = 1) \times p(\Delta N_t = 1|\Theta) \]
\[ \propto (\lambda_t) \frac{e^{-\frac{1}{2(1-\rho^2)}(C_{t+1}^2 - 2\rho C_{t+1} D_{t+1} + D_{t+1}^2)}}{2\pi \sigma v_t \Delta \sqrt{1-\rho^2}} \]

where

\[ C_{t+1} = \frac{Y_{t+1} - Y_t - (r + \gamma_s(1 - \rho^2)v_t + \gamma_v \rho v_t - (e^{\mu Q_j + \sigma_j^2} - 1)\lambda_t - \frac{1}{2} v_t) \Delta - J_{t+1}^P}{\sqrt{v_t \Delta}} \]
\[ D_{t+1} = \frac{v_{t+1} - v_t - \kappa_v^P(m_t - v_t) \Delta - m_t \gamma_v \sigma_v \Delta - J_{t+1}^v}{\sigma_v \sqrt{v_t \Delta}} \]

Then \( p(\Delta N_t = 0|\Theta, Y, V, M, J) \) is given by a Bernoulli probability as follows.

\[ p(\Delta N_t = 0|\Theta, Y, V, M, J) \]
\[ \propto p(Y_{t+1}, v_{t+1}|\Theta, V, M, J, N_{t+1} = 0) \times p(\Delta N_t = 0|\Theta) \]
\[ \propto (1 - \lambda_t) \frac{e^{-\frac{1}{2(1-\rho^2)}(\tilde{C}_{t+1}^2 - 2\rho \tilde{C}_{t+1} \tilde{D}_{t+1} + \tilde{D}_{t+1}^2)}}{2\pi \sigma v_t \Delta \sqrt{1-\rho^2}} \]

where

\[ \tilde{C}_{t+1} = \frac{Y_{t+1} - Y_t - (r + \gamma_s(1 - \rho^2)v_t + \gamma_v \rho v_t - (e^{\mu Q_j + \sigma_j^2} - 1)\lambda_t - \frac{1}{2} v_t) \Delta}{\sqrt{v_t \Delta}} \]
\[ \tilde{D}_{t+1} = \frac{v_{t+1} - v_t - \kappa_v^P(m_t - v_t) \Delta - m_t \gamma_v \sigma_v \Delta}{\sigma_v \sqrt{v_t \Delta}} \]

In sum, we may have the posterior distribution for \( N_{t+1} \) as follows:\(^{30}\)

\[ \Delta N_t \sim Bernoulli\left(\frac{\alpha_1}{\alpha_1 + \alpha_2}\right), \quad (81) \]

\(^{30}\)To generate a random variable \( x \) that follows a \( Bernoulli(p) \) distribution, we follow the procedure: 1) Generate \( u \) from a uniform distribution between 0 and 1; 2) Get \( x = 1_{u \leq p} \) where \( 1(\cdot) \) is an indicator function.
where
\[\alpha_1 = \lambda_t \times e^{-\frac{1}{2(1-\rho^2)}(C_{t+1}^2 - 2\rho C_{t+1} D_{t+1} + D_{t+1}^2)}},\]
\[\alpha_2 = (1 - \lambda_t) \times e^{-\frac{1}{2(1-\rho^2)}(C_{t+1}^2 - 2\rho C_{t+1} D_{t+1} + D_{t+1}^2)}},\]

- **Posterior for \( J_s^P \) and \( J_v^P \)**: Conditional on the prior \( J_s^P \sim N(\mu_j^P, \sigma_j) \), the posterior of \( J_{s+t+1}^P \) can be expressed as follows:

\[
p(J_{s+t+1}^P | Y, V, M, J, N, \Theta) \propto p(Y, V | J_{s+t+1}^P, J_{t+1}^P, \Delta N_t = 1, M, N, \Theta) \times p(J_t^P),
\]
\[
\propto \frac{1}{2\pi\sigma_v v_t \sqrt{1 - \rho^2}} \frac{2\rho (C_{t+1} - J_{t+1}^P \Delta N_t)(D_{t+1} - J_{t+1}^P \Delta N_t)}{\sqrt{\pi \sigma_j^2} \sqrt{\pi \sigma_j^2} \sigma_v} \times e^{-\frac{(J_{t+1}^P - J_v^P)^2}{2\sigma_j^2}}
\]

(82)

where

\[
\begin{align*}
C_{t+1} &= Y_{t+1} - Y_t - (r + \gamma_s (1 - \rho^2)) v_t + \gamma_v \rho v_t - (\mu_j^P + \sigma_j^2) \frac{1}{2} v_t \Delta;
D_{t+1} &= v_{t+1} - v_t - \nu (m_t - v_t) \Delta - m_t \gamma_v \sigma_v \Delta;
S_{1,t+1} &= \frac{\Delta N_t}{(1 - \rho^2) v_t \Delta} (C_{t+1} - \frac{\rho}{\sigma_v} D_{t+1}) + \frac{\mu_j^P}{\sigma_j^2} + \frac{\rho (\Delta N_t)^2}{(1 - \rho^2) \sigma_v v_t \Delta} J_{t+1}^P;
W_{1,t+1} &= \frac{(\Delta N_t)^2}{(1 - \rho^2) v_t \Delta} + \frac{1}{\sigma_j^2};
\end{align*}
\]

We now turn to derive the posterior for \( J_v^P \). In order to derive its posterior, we first obtain the joint posterior as follows:

\[
p(J_{s+t+1}^P, J_{t+1}^v P | Y, V, M, J, N, \Theta) \propto p(J_{s+t+1}^P, J_{t+1}^v P | \Delta N_t = 1, Y, V, M, \Theta)
\]
\[
\propto \frac{1}{2\pi\sigma_v v_t \sqrt{1 - \rho^2}} \frac{2\rho (C_{t+1} - J_{t+1}^P \Delta N_t)(D_{t+1} - J_{t+1}^P \Delta N_t)}{\sqrt{\pi \sigma_j^2} \sqrt{\pi \sigma_j^2} \sigma_v} \times e^{-\frac{(J_{t+1}^P - J_v^P)^2}{2\sigma_j^2}} \times e^{-\frac{1}{2\mu_v^2} \frac{J_v^P}{\mu_v}} \times e^{-\frac{1}{2\mu_j^P} \frac{J_v^P}{\mu_j^P}} \times e^{-\frac{1}{2\sigma_j^2} \frac{J_v^P}{\sigma_j^2}}
\]

(84)
where

\[
A_{t+1} = \frac{\Delta N_t}{(1 - \rho^2)\sigma_v \triangle} (C_{t+1} - \frac{\rho}{\sigma_v} D_{t+1}) + \frac{\mu_P}{\sigma_j}^j;
\]

\[
B_{t+1} = \frac{\rho (\Delta N_t)^2}{(1 - \rho^2)\sigma_v \sigma_j \triangle};
\]

\[
G_{t+1} = \frac{(\Delta N_t)^2}{(1 - \rho^2)\sigma_j^2 \sigma_v \triangle};
\]

\[
F_{t+1} = \frac{\Delta N_t}{(1 - \rho^2)\sigma_v \sigma_j \triangle} \left( \frac{D_{t+1}}{\sigma_v} - \rho C_{t+1} \right) - \frac{1}{\mu_P}.
\]

(85)

Conditional on the prior \(J^{v,P} \sim \frac{1}{\mu_P} e^{-\frac{J^{v,P}}{\mu_P}}\), the posterior of \(J^{v,P}_{t+1}\) can be expressed as follows:

\[
p(J^{v,P}_{t+1} | Y, V, M, J, \Theta) \propto \frac{p(J^{v,P}_{t+1} | J^{v,P}_{t+1}, Y, V, M, N, \Theta)}{p(J^{v,P}_{t+1} | J^{v,P}_{t+1}, Y, V, M, N, \Theta)}
\]

\[
\times e^{-\frac{W_{1,t+1} (J^{v,P}_{t+1})^2 - 2A_{t+1} J^{v,P}_{t+1} + G_{t+1} (J^{v,P}_{t+1})^2 - 2F_{t+1} J^{v,P}_{t+1} - 2 - \rho (\Delta N_t)^2}{(1 - \rho^2)\sigma_v \sigma_j \triangle}}
\]

\[
\times e^{-\frac{W_{1,t+1}}{2} \left( J^{v,P}_{t+1} - \frac{S_{1,t+1}}{W_{2,t+1}} \right)^2}
\]

\[
\times e^{-\frac{1}{2} \left( G_{t+1} (J^{v,P}_{t+1})^2 - 2F_{t+1} J^{v,P}_{t+1} - \frac{(A_{t+1} + B_{t+1} J^{v,P}_{t+1})^2}{W_{1,t+1}} \right)}
\]

\[
\times N\left( \frac{S_{2,t+1}}{W_{2,t+1}}, \frac{1}{W_{2,t+1}} \right) 1_{J^{v,P}_{t+1} > 0},
\]

(86)

where

\[
S_{2,t+1} = \frac{\Delta N_t}{(1 - \rho^2)\sigma_v \sigma_j \triangle} \left( \frac{D_{t+1}}{\sigma_v} - \rho C_{t+1} \right) - \frac{1}{\mu_P} + \frac{A_{t+1} B_{t+1}}{W_{1,t+1}};
\]

\[
W_{2,t+1} = \frac{(\Delta N_t)^2}{(1 - \rho^2)\sigma_j^2 \sigma_v \triangle} - \frac{B_{t+1}^2}{W_{1,t+1}}.
\]

(87)

- **Posterior for** \(v_{t+1}\). Given the information of variance swap rates, the conditional posterior
for $v_{t+1} \ (0 < t + 1 < T)$ is given by

$$p(v_{t+1} | \Theta, Y, VS, J, M)$$

$$\propto p(V_{S_{t+2}} | v_{t+2}, m_{t+2}, \lambda_{t+2}, J_{t+2}^{v,P}, \Delta N_{t+1}, \Theta)$$

$$\times p(Y_{t+2}, v_{t+2} | \Theta, v_{t+1}, m_{t+1}, J_{t+1}^{v,P}, J_{t+2}^{v,P}, \Delta N_{t+1})$$

$$\times p(Y_{t+1}, v_{t+1} | \Theta, v_{t}, m_{t}, J_{t+1}^{s,P}, J_{t+1}^{v,P}, \Delta N_{t})$$

$$\times \exp(-\frac{1}{2}e'_{t+2,r} \Sigma^{-1} e_{t+2,r})$$

$$\times \frac{(2\pi)^{\frac{n}{2}} |\Sigma|^{\frac{1}{2}}}{\sqrt{v_{t+1}}}$$

$$\times \exp\left\{ \frac{-(C_{t+2})^2 - 2\rho C_{t+2}D_{t+2} + (D_{t+2})^2}{2(1 - \rho^2)} \right\} \times \exp\left\{ \frac{[-2\rho C_{t+1} D_{t+1} + (D_{t+1})^2]}{2(1 - \rho^2)} \right\},$$

where

$$C_{t+1} = \frac{Y_{t+1} - Y_t - (r + \gamma_s(1 - \rho^2)v_t + \gamma_v\rho v_t - (\mu^G + \sigma^2 v_t - 1)\lambda_t - \frac{1}{2}v_t)\Delta - J_{t+1}^{s,P}\Delta N_t}{\sigma v \sqrt{v_t \Delta}},$$

$$D_{t+1} = \frac{v_{t+1} - v_t - \kappa^P v_t (m_t - v_t)\Delta - m_t \gamma_v \sigma_v \Delta - J_{t+1}^{v,P}\Delta N_t}{\sigma v \sqrt{v_t \Delta}}.$$  

In particular, the above posterior only has the second exponential part for $t+1 = T$ because $v_T$ depends only on $v_{T-1}$, while the posterior of $v_0$ depends on both $v_0$ and the first exponential part.

- **Posterior for $m_{t+1}$**. Given the information of variance swap rates and $V$, the conditional posterior for $m_{t+1} \ (0 < t + 1 < T)$ is given by

$$p(m_{t+1} | \Theta, Y, V, VS, J)$$

$$\propto p(V S_{t+2} | v_{t+2}, m_{t+2}, \lambda_{t+2}, J_{t+2}^{v,P}, \Delta N_{t+1}, \Theta)$$

$$\times p(Y_{t+2}, v_{t+2} | \Theta, v_{t+1}, m_{t+1}, J_{t+1}^{s,P}, J_{t+2}^{v,P}, \Delta N_{t+1}) \times p(m_{t+2} | \Theta, m_{t+1}) \times p(m_{t+1} | \Theta, m_t)$$

where

$$p(V S_{t+2} | v_{t+2}, m_{t+2}, \lambda_{t+2}, J_{t+2}^{v,P}, \Delta N_{t+1}, \Theta) \propto \exp\left( \frac{-\frac{1}{2}(e'_{t+2,r} \Sigma^{-1} e_{t+2,r})}{(2\pi)^{\frac{n}{2}} |\Sigma|^{\frac{1}{2}}} \right) \propto \ell(m_{t+1})$$
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and

\[
p(Y_{t+2}, v_{t+2}|\Theta, v_{t+1}, m_{t+1}, J_{t+2}^{s,P}, J_{t+2}^{r,P}, \Delta N_{t+1}) \times p(m_{t+2}|\Theta, m_{t+1}) \times p(m_{t+1}|\Theta, m_t)
\]

where

\[
C_{t+1} = Y_{t+1} - Y_t - (r + \gamma_s(1-\rho^2)v_t + \gamma_v v_t) - (e^{\mu Q} + \sigma^2 \Delta - 1)\lambda_t - \frac{1}{2}v_t)\Delta - J_{t+1}^{s,P} \Delta N_t,
\]

\[
D_{t+1} = v_{t+1} - (1 - \kappa^P_v) v_t - J_{t+1}^{r,P} \Delta N_t,
\]

\[
E_{t+1} = \frac{m_{t+1} - (1 - \kappa^P_m) m_t - \kappa^P_m \theta^P_m}{\sigma_m \sqrt{m_t \Delta}}
\]

\[\kappa^Q_v = \kappa^P_v + \gamma_v \sigma_v.\]

We then can follow a Metropolis-Hastings algorithm to draw the sample for \(m_{t+1}\).