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Abstract

We develop a novel identification method for a partially linear model with multiple endogenous variables of interest in which the number of available instruments is strictly less than the number of endogenous variables. We present an easy-to-implement consistent estimator for the parametric part. We show that this estimator retains $\sqrt{n}$-convergence rate and asymptotic normality even with the presence of generated regressors. The nonparametric part of the model is also identified. Monte Carlo simulation demonstrates that our estimator performs well in finite samples. We use our methods to assess the impact of smoking during pregnancy on birth weight.
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1 Introduction

This paper considers models with multiple sources of endogeneity in which the number of potential instrumental variables is strictly less than the number of endogenous regressors of interest. We show how parameters of interest in such models can be identified. We also provide a new estimator that is easy to implement for the coefficient of the endogenous regressor for which no instrumental variables are available. By applying the empirical process methods, we show that the estimator retains $\sqrt{n}$-convergence rate and is asymptotically normal even with the presence of generated regressors. The nonparametric part of the model is also identified, and can be estimated with the standard nonparametric convergence rate.

To see why methods developed in this paper might be interesting, consider the problem of studying the dynamic evolution of crime. That is, suppose we are interested in estimating how crime in last period affects crime in current period. Jacob, Lefgren and Moretti (2007) use a variable measuring last period’s weather conditions as an IV for last period’s criminal activity. Using this instrument they estimate the effect of last period’s crime on this period’s crime. But this effect might be a mixture of different effects. For example, part of the effect of last period’s crime on this period’s crime might be due to learning-by-doing. Part of the effect might be the result of other channels. For instance, police response in a given neighborhood, might also respond to last period’s criminal activity making inference difficult. Moreover, we might also be interested in evaluating the causal effect of last period’s criminal activity through such additional channels themselves. This, in turn, might be challenging as these channels might also be endogenous. If police response is also related to weather conditions and if current weather is related to last period’s weather then weather conditions may not be a valid IV. Even if we believe the validity of this IV, we cannot use the IV method to estimate the effect of last period’s crime on this period’s crime through its effect on police response, given the latter might be correlated with unobservables. The methods developed in this paper can be used to evaluate exactly such effects.

In particular, suppose $Y$ denotes a measure of this period’s criminal activity, $X$ denotes last period’s criminal activity, $Z$ denotes a measure of last period’s weather, $D$ denotes other endogenous variables, like a measure of policing activity (which could be continuous or discrete) that we might be interested in, and $\varepsilon$ represents the remaining unobservables. The model we study is

\begin{align*}
Y &= \lambda(X) + D^\top \gamma + \varepsilon, \\
X &= \pi(Z) + V.
\end{align*}
By running a first stage non-parametric regression of the endogenous regressor $X$ on the instrument we could identify $V$. The crucial assumption we impose is that the residual from this regression will be a control function for the endogenous variable for which an IV is available. That is, we assume $\mathbb{E}(\varepsilon|X,V) = \mathbb{E}(\varepsilon|V) =: \rho(V)$. Note that inclusion of $V$ into the outcome equation as a regressor will only control for endogeneity of $X$, but not of $D$. This means that we could write $\varepsilon = \rho(V) + \varsigma$, where $\mathbb{E}(\varsigma|X,V) = 0$ by construction. In particular, $X$ and $V$ will be additively separable and exogenous in the outcome equation written with $\varsigma$ as the only unobserved term. Note, however, that $E(\varsigma|D)$ is not required to be 0. Then the cross partial derivative of the conditional expectation of the outcome given $X, V$ with respect to $X$ and $V$ must be equal to $\gamma$ (the coefficient vector on the endogenous regressors $D$) times the cross partial derivative of the conditional expectation of $D$ given $X, V$ with respect to $X$ and $V$. If the vector of cross partial derivatives of $\mathbb{E}(D|X,V)$ with respect to $X$ and $V$ are linearly independent, which is a testable assumption, $\gamma$, the coefficient of $D$, is identified. Once $\gamma$ is identified, we can subtract $D^\top \gamma$ from the outcome and identify $\lambda(X)$ as well as $\rho(V)$ up to some location normalization. Note that if the instrument $Z$ is binary we could only identify the continuous unobservable (but identifiable) control function $V$ at two points. In that case, the coefficient vector $\gamma$ can still be identified by replacing partial derivatives with differencing, so that cross partial derivatives are replaced by differences in differences. Full identification of $\lambda(X)$ and $\rho(V)$, however, will not really be feasible if the instrument is binary. With a single binary instrument, only two values, $v_1$ and $v_0$, of $V$ will be identified. We can still identify $\frac{\partial \lambda(x)}{\partial x}$ for $x$ in the support of $X|V = v_1$ or $X|V = v_0$ if the instrument $Z$ is binary.

The tools we develop may be useful in many other estimation problems as well. For example, consider estimation of the effect of maternal smoking during pregnancy on birth weight. Medical literature has long established a link between maternal smoking and adverse birth outcomes, primarily measured by the effect on average birth weights. However, the primary concerns involved in estimating the causal effect of maternal smoking on birth weights is the lack of an exogenous source of variation. The most comprehensive study on the question, Almond et al. (2005) also use a selection-on-observables framework. It is particularly hard to find a source of variation that is correlated with smoking during pregnancy but uncorrelated with unobserved ‘mothering ability’. Using the methods proposed in this paper, we can potentially solve this issue by using an available IV for a second endogenous variable of interest in our structural equation. For instance, consider the investigation by Currie and Moretti (2003) of the effect of maternal education on birth outcomes. Given the former is clearly endogenous, they use the number of colleges in the county where the mother was resident at age 17 as their instrumental variable. Under
this setup, we estimate the causal effect of smoking on birth weights in Section 6. Hence, our method can be useful in such instances as well where the lack of an IV for an endogenous variable of interest can be overcome if an IV is available for a second endogenous regressor in the structural equation.

Based on our identification strategy, we propose an easy-to-compute estimator which achieves $\sqrt{n}$-convergence rate for $\gamma$. Asymptotic normality of this estimator is also derived. We should point out that our approach consists of a multi-step estimation and applies the control function approach which results in having a generated regressor. The consistency and $\sqrt{n}$-convergence result is non-trivial when generated regressors are involved.

Partially linear model has been well established in econometric theory since the seminal work of Robinson (1988) and Speckman (1988). The identification and estimation of partially linear model with endogeneity in either the parametric part or the nonparametric part have been discussed in the literature (e.g., Ai and Chen 2003, Chen and Pouzo 2009, Florens 2003). A recent study, Florens et al. (2012) also propose a $\sqrt{n}$-consistent estimator for the parametric part, when endogeneity exists in both the parametric and nonparametric parts. However their method relies on the availability and strength of the IV. Our method only requires the availability of IV for the nonparametric part, and the endogenous variable in the linear part of our model is allowed to be binary or censored.

Triangular equations model is a common way to model endogeneity especially in treatment effect literature. To name a few, Imbens and Newey (2009) and Newey et al. (1999) both focus on the identification and estimation of a two equation triangular model. Both methods require the existence of sufficient IVs. Our paper also considers a triangular model, but requires fewer IVs and allows both continuous and discrete variables in the linear part of the model.

This paper is also related to the control function approach (see Blundell and Powell, 2003). In our case, however, the control function is not required to control for all sources of endogeneity; its inclusion into the outcome equation is only required to control for endogeneity in $X$, but not in $D$. We use a first stage nonparametric regression of $X$ on $Z$ to obtain this control function. But our methods could easily be extended to the case where $X$ is a strictly monotone function of $V$, the first stage structural unobservable, as in Imbens and Newey (2009).

Based on our identification strategy, the proposed estimator is of the ratio form, where both the numerator and the denominator are averages of cross partial derivatives of nonparametric regressions with generated regressors. The generated regressor literature is growing rapidly in recent years, including Mammen et al. (2012a, 2012b), Hahn and Ridder (2013), and Escanciano et al. (2014). The way
we handle the generated regressor is mostly related to Mammen et al. (2012a). They use the local linear regression to simplify technical arguments and focus on the conditional mean with the generated regressor. We consider the averages of cross partial derivatives of nonparametric regressions, and apply local polynomial regression to obtain estimates of the cross-partial derivatives. Lee (2014) also studies the averages of such regression by using the kernel estimation. However, we have a different focus, and our main contribution is $\sqrt{n}$-consistency and asymptotic normality result for the parametric estimator in an under-identified partially linear model. A by-product gained in our estimation is that, as an intermediate step, the estimator of the average of the second order derivatives is shown to be $\sqrt{n}$-consistent. Li et al. (2003) show that the estimator of the average of first order derivatives converges at parametric rate. Our paper extends their results to the second order derivatives. Instead of using U-statistics, we apply the empirical process methods to address the problem.

The paper is organized as follows. In Section 2, we introduce the model and the identification strategy. We also demonstrate our crucial identification assumption is not restrictive and list a few examples. Section 3 proposes the estimators and focuses on the asymptotic property of the parametric part. Section 4 discusses a few possible extensions of the basic model. These extensions might be more relevant in certain empirical applications. In Section 5, the Monte Carlo simulation study indicates our estimators perform well in finite samples. Section 6 provides an empirical study which illustrates how our method can be applied. We conclude in Section 7. The proof of the main results is deferred to the Mathematical Appendix.

2 The Model and the Identification

Consider a partially linear model

$$Y = \lambda(X_1, Z_1) + \gamma D + \varepsilon,$$

where $Y$ is a scalar and observable, $X_1$ is a vector of observed variables in $\mathcal{R}^{d_x}$, $Z_1$ is a vector of exogenous variables in $\mathcal{R}^{d_1}$, $D$ is a univariate observed variable, and $\varepsilon$ is an unobserved variable. $\varepsilon$ is possibly correlated with $D$. In our model, we assume $D$ is endogenous and can be continuous, binary, censored and so on. For simplicity, we consider only univariate $D$. However, our approach can easily be extended to multivariate case.

Our model covers two cases: (i) endogeneity in parametric part only, i.e. $k = 1$; (ii) endogeneity in both parametric and nonparametric parts, i.e. $k > 1$, although the second case is the more interesting
case. For case (i), \( X_1 \) is assumed to be exogenous, which leaves \( D \) the only endogenous variable in the model. For case (ii), \( X_1 \) is also endogenous. For case (ii) additional notation need to be introduced, as we assume there exist IVs for \( X_1 \). To avoid unnecessary confusion, we first focus on case (ii), and revisit case (i) later in Section 2.1,

For case (ii), \( X_1 \) is supposed to be endogenous, and we assume there exists a vector of excluded instrumental variables \( Z_2 \) in \( \mathbb{R}^{d_2} \). Our model becomes a triangular semiparametric model:

\[
Y = \lambda(X_1, Z_1) + \gamma D + \varepsilon, \\
X_1 = \pi(Z_1, Z_2) + V.
\]

Here, \( V \) is a \( d_x \times 1 \) residual from the nonparametric population regression, which serves as the control variable for \( X_1 \) and we have \( \mathbb{E}(V|Z_1, Z_2) = 0 \). Let \( X = (X_1, Z_1) \), \( Z = (Z_1, Z_2) \), \( d_z = d_1 + d_2 \) and \( d = d_1 + d_x \). Now we introduce one of our main identifying assumptions.

**Assumption 1** Suppose \( \mathbb{E}(\varepsilon|X,V) = \mathbb{E}(\varepsilon|V) \).

Assumption 1 is commonly seen in control function approach literature and also imposed in Newey et al. (1999). This assumption states that \( V \) is a control function for \( X \). Under Assumption 1, we could write

\[
\varepsilon = \rho(V) + \zeta,
\]

where \( \rho(V) = \mathbb{E}(\varepsilon|V) \). Then, \( \mathbb{E}(\zeta|X,V) = 0 \) by construction.

To avoid notational complexity, we assume \( d_x = 1 \). We also assume \( d_2 = 1 \), so we only have one instrumental variable for the endogenous variable \( X \). The analysis with \( d_x > 1 \) and \( d_2 > 1 \) is similar.

We impose the following regularity conditions,

**Assumption 2** \((Y_i, X_{1i}, Z_{1i}^T, Z_{2i})\) are independent and identically (i.i.d.) distributed as \((Y, X_1, Z_1^T, Z_2)\). \( X \) is a \( d \times 1 \) random vector and \( Z \) is a \( d_z \times 1 \) random vector. Suppose \((X, Z_2)\) has compact and convex support \( \mathcal{X} \times \mathcal{Z}_2 \subset \mathbb{R}^{d+d_2} \).

**Assumption 3** (i) \( \mathbb{E}(Y|X,V) \) and \( \mathbb{E}(D|X,V) \) have continuous derivatives of total order \( p + 1 \). Let \( f(x,v) \) denote the density function of \((X,V)\). \( f(\cdot) \) also has continuous derivatives of total order 3, and \( \inf_{(x,v) \in \mathcal{X} \times \mathcal{V}} f(x,v) \geq \eta \) for some \( \eta > 0 \); (ii) \( \pi(Z) \) is second order continuously differentiable.
Assumption 4 $\mathbb{E}\left[ \frac{\partial^2 \mathbb{E}(D|X,V)}{\partial X_1 \partial V} \right] \neq 0$.

Assumption 2 is very standard in the literature, and the i.i.d assumption can be relaxed to weakly dependence which requires more complicated and tedious derivation. Assumption 3 assumes some smoothness condition on both the conditional expectation and the joint density function of $(X,V)$, which is widely used in local polynomial regression literature. Assumption 4 is the crucial assumption in our identification strategy. This assumption is quite general and allows $D$ to be continuous, binary and censored. All it requires is that the reduced-form regression of $D$ on $X$ and $V$ cannot be purely additive in $X_1$ and $V$, but also contains a cross term. This reflects the existence of an interaction effect of $X_1$ and $V$ only through the endogenous variable $D$, which serves as the additional exogenous variation we need.

Let $u = D - \mathbb{E}(D|X,V)$. Under Assumption 1, we can write the model as a three-equation model,

$$
\begin{align*}
Y &= \lambda(X) + \gamma D + \rho(V) + \varsigma, \\
D &= \mathbb{E}(D|X,V) + u, \\
X_1 &= \pi(Z) + V.
\end{align*}
$$

(6)

After we control for $V$, the endogeneity problem caused by $X_1$ no longer exists. However, the model is still subject to endogeneity issue, as $D$ can be correlated with $\varsigma$. Let $\xi = \varsigma + \gamma u$. Our model becomes

$$
\begin{align*}
Y &= \lambda(X) + \gamma \mathbb{E}(D|X,V) + \rho(V) + \xi, \\
\mathbb{E}(Y|X,V) &= \lambda(X) + \gamma \mathbb{E}(D|X,V) + \rho(V).
\end{align*}
$$

(7)

By the difference of the first equation in (6) and (7), we have

$$
Y - \mathbb{E}(Y|X,V) = \gamma [D - \mathbb{E}(D|X,V)] + \xi,
$$

and $D$ is still endogenous. Thus, Robinson’s (1988) method doesn’t apply here if no instrumental variables for $D$ exist. Therefore, we propose a new identification strategy. By Assumption 3 and equation (7), we have

$$
\frac{\partial^2 \mathbb{E}(Y|X,V)}{\partial X_1 \partial V} = \gamma \frac{\partial^2 \mathbb{E}(D|X,V)}{\partial X_1 \partial V}.
$$

Actually, we only require $\mathbb{P}\left( \frac{\partial^2 \mathbb{E}(D|X,V)}{\partial X_1 \partial V} \neq 0 \right) > 0$ to have $\gamma$ identified. For the purpose of estimation, a
relatively stronger condition is given by Assumption 4. Then, it’s straight-forward to see that

$$\gamma = \frac{\mathbb{E}\left[\frac{\partial^2 \mathbb{E}(Y|X,V)}{\partial X \partial V}\right]}{\mathbb{E}\left[\frac{\partial^2 \mathbb{E}(D|X,V)}{\partial X \partial V}\right]}$$

(8)

so $\gamma$ is identified.

When $\gamma$ is identified, by (7), we have

$$\mathbb{E}(Y - \gamma D|X,V) = \lambda(X) + \rho(V) =: \tilde{\lambda}(X,V),$$

(9)

then $\tilde{\lambda}(X,V)$ is identified. To identify $\lambda(\cdot)$ and $\rho(\cdot)$ up to a constant, we may use

$$\frac{\partial \mathbb{E}(Y - \gamma D|X = x, V = v)}{\partial x} = \frac{d\lambda(x)}{dx}$$

and

$$\frac{\partial \mathbb{E}(Y - \gamma D|X = x, V = v)}{\partial v} = \frac{d\rho(v)}{dv}.$$ 

The identification and estimation of the nonparametric part are quite standard and not the focus of our paper.

Assumption 4 is a rank condition like the relevance condition in the standard IV method. The rank condition in the standard IV model says that the exogenous variations in the instrument should lead to variations in the endogenous variable in the model, which also lead to variations in outcome. Here, we do not assume that there is a valid IV for $D$. Given the structure of the model, however, when we change $X$ and then $V$ the resulting change in conditional average outcome given $X$ and $V$ must be due to the change in conditional average $D$ given $X$ and $V$. Thus, we can only identify the coefficient on $D$ if the change in conditional average $D$ given $X$ and $V$ when both $X$ and $V$ change in order is not zero. Below, we provide two common situations where this change could be expected to be not zero.

Example 2.1 - Continuous $D$: Consider $D$ generated by a continuous variable $X$ and a disturbance $\varepsilon_2$,

$$D = X'\beta + \varepsilon_2.$$ 

Then $\mathbb{E}(D|X,V) = X'\beta + \mathbb{E}(\varepsilon_2|X,V)$. As long as $\mathbb{E}(\varepsilon_2|X,V) \neq \mathbb{E}(\varepsilon_2|V)$, we can identify $\gamma$. In this case, our identification strategy requires $V$ to be a valid control for $X$ only but not for $D$. 

7
Moreover, Assumption 4 can be easily satisfied especially when \( D \) is binary or censored.

Example 2.2 - Binary \( D \):

\[
D = 1\{X_1^\top \theta_1 + Z_1^\top \theta_2 \geq \eta\}.
\]

Then \( E(D|X,V,Z_1) = F_{\eta|X,V,Z_1}(x_1^\top \theta_1 + z_1^\top \theta_2|x,v,z_1) \), where \( \eta \) represents the unobservables, and \( F_{\eta|X,V,Z_1} \) denotes the conditional distribution of this variable given \( X, V \) and \( Z_1 \). Using the strategy we propose, we could identify all the parameters in the outcome equation even if \( \eta|X,Z_1,V \sim \eta|V \). If, however, this additional condition holds then the methods we provide here can be combined with the methods provided in Blundell and Powell (2004), to identify all the parameters of the model.

2.1 Case (i): \( k = 1 \)

When only \( D \) is endogenous, we are able to identify its marginal effect on \( Y \) without the availability of any IVs. To identify the coefficient on \( D \) we need at least two exogenous regressors which have an interaction effect only through \( D \). While we think identification of \( \gamma \) in this case is a nice theoretical result, we expect that our results with endogenous \( X \) to be more relevant in empirical applications. To avoid any confusion caused by the changes of notation, we restate our model when \( k = 1 \). Our model now is a single-equation model,

\[
Y = \lambda(X) + \gamma D + \rho(V) + \varsigma,
\]

where \( Y \) is still a scalar and observable, \( D \) is an endogenous observed variable, and \( (X^\top, V) \) is a vector of exogenous and observed variables. The crucial identification assumption is the same as Assumption 4, and the intuition stays the same. It is straightforward to see that under Assumption 4, equations (7) and (8) still hold, and \( \gamma \) is identified. The nonparametric part can also be identified similarly as in case (ii). The earlier listed examples also carry over for this case. When the only endogenous variable \( D \) is continuous, our identification strategy can be applied to any model that falls into the category of the example below.
Example 2.3:

\[ Y = \lambda(X) + \lambda D + \rho(V) + \varsigma \]
\[ \mathbb{E}(D|X = x, V = v) = h(x, v), \]

where \( h(x, v) \) cannot be additive separable in \( X \) and \( V \).

3 Estimation

We propose an estimator for \( \gamma \) based on (8) for both cases \( k > 1 \) and \( k = 1 \). When only \( D \) is endogenous and there is no IV, i.e. \( k = 1 \), the estimation procedure is much simpler. When both \( X \) and \( D \) are endogenous, and we only have IV for \( X \) (\( k > 1 \)), the estimation is more involved due to the generated regressor \( \hat{V} \). Let’s start with the more complicated case that both \( X \) and \( D \) are endogenous but only \( Z \), the IV for \( X \), is available. We shall revisit case (i) later. The estimation procedure for case (ii) consists of three stages,

1. We run local linear regression of \( X_1 \) on \( Z \) for the first stage regression (4) to get \( \hat{\pi}(\cdot) \). Subtracting \( \hat{\pi}(Z) \) from \( X_1 \), we obtain the residual \( \hat{V} \),

\[ \hat{V} = X_1 - \hat{\pi}(Z), \]

where \( \hat{\pi}(Z) = \hat{\mathbb{E}}(X|Z) = \hat{\alpha}_X \) is defined later by (11).

2. We use local polynomial regression to obtain the estimators \( \frac{\partial^2 \mathbb{E}(Y|X, \hat{V})}{\partial X_1 \partial V} \) and \( \frac{\partial^2 \mathbb{E}(D|X, \hat{V})}{\partial X_1 \partial V} \), which are later defined by (12) and (13). These estimate the partial derivatives \( \frac{\partial^2 \mathbb{E}(Y|X, V)}{\partial X_1 \partial V} \) and \( \frac{\partial^2 \mathbb{E}(D|X, V)}{\partial X_1 \partial V} \) with the generated regressor \( \hat{V} \).

3. Finally, we calculate the sample average for the unconditional moment using the estimators from step two,

\[ \hat{\gamma} = \hat{\mathbb{E}} \left[ \frac{\partial^2 \mathbb{E}(Y|X, \hat{V})}{\partial X_1 \partial V} \right] / \hat{\mathbb{E}} \left[ \frac{\partial^2 \mathbb{E}(D|X, \hat{V})}{\partial X_1 \partial V} \right], \]

where \( \hat{\mathbb{E}}[\cdot] \) is the sample average.

As we can see, the major challenge here is to solve how the generated regressor influences our final estimator. Before we formally define the local linear estimator and local polynomial estimators listed
above, we first introduce the assumption imposed.

**Assumption 5** The kernel function $K(\cdot)$ is a non-negative, twice continuously differentiable function with a compact support and satisfies $\int K(u) \, du = 1$ and $\int uK(u) \, du = 0$. For any multivariate vector $\nu \in \mathcal{R}^d$, define $K(\nu) = K(\nu_1)K(\nu_2)\cdots K(\nu_d)$.

Assumption 5 is very standard in nonparametric estimation. Here we state the assumption for any kernel used in the remainder of the paper. We use product kernels whenever there are multiple (continuous) conditioning variables. There are several widely used kernel functions satisfying Assumption 5, such as bi-weight kernel.

Here and in the sequel, denote $e_t$ as a $\mathcal{N}$-dimensional\(^1\) unit vector with 1 at the $t^{th}$ argument. Let $\frac{\partial^2 \mathbb{E}(Y|X,V)}{\partial X_1 \partial V} = e_{2d+3}^\top \hat{\beta}_Y$ and $\frac{\partial^2 \mathbb{E}(D|X,V)}{\partial X_1 \partial V} = e_{2d+3}^\top \hat{\beta}_D$. We have $\hat{\alpha}_i$ and $\hat{\beta}_i$ ($i = X, D, Y$) solve the following optimization

$$
(\hat{\alpha}_X, \hat{\beta}_X) = \arg\min_{\alpha, \beta} \sum_{i=1}^{n} (X_i - \alpha - \sum_{0 \leq |u| \leq 1} \beta^T (Z_i - z)^u) K_g(Z_i - z),
$$

$$
(\hat{\alpha}_Y, \hat{\beta}_Y) = \arg\min_{\alpha, \beta} \sum_{i=1}^{n} (Y_i - \alpha - \sum_{0 \leq |u| \leq p} \beta^T (X_i - x, \hat{V}_i - v)^u) K_h((X_i - x, \hat{V}_i - v)),
$$

$$
(\hat{\alpha}_D, \hat{\beta}_D) = \arg\min_{\alpha, \beta} \sum_{i=1}^{n} (D_i - \alpha - \sum_{0 \leq |u| \leq p} \beta^T (X_i - x, \hat{V}_i - v)^u) K_h((X_i - x, \hat{V}_i - v)).
$$

respectively, where $\sum_{0 \leq |u| \leq p}$ denotes the summation over all nonnegative integer vector $u = (u_1, \cdots, u_d)$ with $|u| = \sum_{t=1}^{d} u_t$. Also, for any vector $w = (w_1, \cdots, w_d)$, $w^u = (w_1^{u_1}, \cdots, w_d^{u_d})$, $K_g(w) = g^{-d u} K(w/g)$, $K_h(w) = h^{-d u} K(w/h)$. Here, $g$ and $h$ are bandwidths in first and second stage estimation.

By applying (8) and direct calculation, we expand $\hat{\gamma} - \gamma$ as below,

$$
\sqrt{n} \left\{ \mathbb{E} \left[ \frac{\partial^2 \mathbb{E}(Y|X,V)}{\partial X_1 \partial V} \right] - \mathbb{E} \left[ \frac{\partial^2 \mathbb{E}(D|X,V)}{\partial X_1 \partial V} \right] \right\} - \mathbb{E} \left[ \frac{\partial^2 \mathbb{E}(D|X,V)}{\partial X_1 \partial V} \right] - \mathbb{E} \left[ \frac{\partial^2 \mathbb{E}(D|X,V)}{\partial X_1 \partial V} \right] - \mathbb{E} \left[ \frac{\partial^2 \mathbb{E}(D|X,V)}{\partial X_1 \partial V} \right] - \mathbb{E} \left[ \frac{\partial^2 \mathbb{E}(Y|X,V)}{\partial X_1 \partial V} \right] - \mathbb{E} \left[ \frac{\partial^2 \mathbb{E}(D|X,V)}{\partial X_1 \partial V} \right] - \mathbb{E} \left[ \frac{\partial^2 \mathbb{E}(D|X,V)}{\partial X_1 \partial V} \right] - \mathbb{E} \left[ \frac{\partial^2 \mathbb{E}(D|X,V)}{\partial X_1 \partial V} \right] = O_P(1)
$$

To show that $\hat{\gamma}$ converges to $\gamma$ at the parametric rate, the major step is to demonstrate that

$$
\sqrt{n} \left\{ \mathbb{E} \left[ \frac{\partial^2 \mathbb{E}(Y|X,V)}{\partial X_1 \partial V} \right] - \mathbb{E} \left[ \frac{\partial^2 \mathbb{E}(Y|X,V)}{\partial X_1 \partial V} \right] \right\} = O_P(1)
$$

\(^1\)N is given by (27) in the Appendix.
and also \( \sqrt{n} \left\{ \mathbb{E} \left[ \frac{\partial^2 \mathbb{E}(D|X,V)}{\partial X_1 \partial V} \right] - \mathbb{E} \left[ \frac{\partial^2 \mathbb{E}(D|X,V)}{\partial X_1 \partial V} \right] \right\} = O_P(1) \). As it’s easy to see that the two identities can be proved by the same method, to save space, we only state the result for the first one here in Proposition 1. The result for the other is presented in the Appendix as Corollary A.1.

To apply empirical process methods, we need to restrict the complexity of the smooth class that the cross-partial derivative of the expectation belongs to. We use the smooth class defined in van der Vaart and Wellner (1996).

**Definition** \( C_\alpha^\alpha(S) \): For any vector \( s = (s_1, \cdots, s_d) \) in a compact set \( S \in \mathbb{R}^d \) and any integer vector \( q = (q_1, \cdots, q_d) \), let \( D^q \) denote the differential operator \( D^q = \frac{\partial^{\mid q \mid}}{\partial s} \), where \( \mid q \mid = \sum_{l=1}^{d} q_l \). Let \( \alpha \) be the greatest integer smaller than \( \alpha \). Define

\[
\|g\|_\alpha = \max_{\mid q \mid \leq \alpha} \sup_{s} |D^q g(s)| + \max_{\mid q \mid \leq \alpha} \sup_{s \neq s'} |D^q g(s) - D^q g(s')|/\|s - s'\|^\alpha - \alpha,
\]

where the supremum is taken over the interior of \( S \). Then \( C_\alpha^\alpha(S) \) is the set of all continuous functions \( g : S \rightarrow \mathbb{R} \) with \( \|g\|_\alpha \leq M \).

Before we state our results, we impose the following assumptions.

**Assumption 6** For bandwidth \( g \) and \( h \), as \( n \rightarrow \infty \), we have (i) \( \frac{\log n}{\sqrt{ng^4}} \rightarrow 0 \) and \( \sqrt{ng^4} \rightarrow 0 \); (ii) \( nh^{2p} \rightarrow 0 \) and \( \frac{nh^{d+5}}{\log n} \rightarrow 0 \). (iii) \( n g^{d+7} \rightarrow \infty \).

**Assumption 7** \( \frac{\partial^2 \mathbb{E}(Y|X,V)}{\partial X_1 \partial V}, \frac{\partial^2 \mathbb{E}(D|X,V)}{\partial X_1 \partial V} \in C_\alpha^\alpha(X \times V) \), where \( \alpha = \max\{2, (d + 1)/2\} \) for odd \( d \) and \( \alpha = \max\{2, d/2\} \) for even \( d \).

**Assumption 8** \( \mathbb{E}[\exp(l|\xi|)|X,V] \leq C \) almost surely for a constant \( C > 0 \) and \( l > 0 \) small enough.

Assumption 6 is the conditions on bandwidths \( h \) and \( g \). The second part of this assumption is comparable to the corresponding assumption in Li et al. (2003). The first and third part are due to reasons similar to the ones in Corollary 6 in Mammen et al. (2012a). Assumption 6(i) is about the first stage local linear estimation, \( \sqrt{n} g^4 \rightarrow 0 \) part can be relaxed if a higher order kernel is used. Assumption 7 and Assumption 8 are also used by Mammen et al. (2012a) to apply empirical process theory. Assumption 7 is for the stochastic equicontinuity argument in empirical process theory. It implies \( \frac{\partial^2 \mathbb{E}(Y|X,V)}{\partial X_1 \partial V} \) and \( \frac{\partial^2 \mathbb{E}(D|X,V)}{\partial X_1 \partial V} \) belong to a Donsker class by Example 19.9 in van der Vaart (2000). The smooth class is not limited to the one we choose, and this assumption can be replaced by imposing condition on the bracket entropy of the class directly. Assumption 6 and 7 together will ensure the Accuracy and Complexity.
Assumptions in Mammen et al. (2012a) are satisfied, which enables some of their results are applicable to our model.

Let $m(x,v) = \mathbb{E}(Y|X=x, V=v)$. For any matrix $A$, $[A]_{i,j}$ represents the $(i,j)$ entry of matrix $A$. We have the following result with the generated regressor $\hat{V}$.

**Proposition 1:** Under Assumptions 1-8, we have

$$\sqrt{n} \left\{ \widehat{\partial^2 \mathbb{E}(Y|X, \hat{V})} - \mathbb{E} \left[ \frac{\partial^2 \mathbb{E}(Y|X,V)}{\partial X \partial V} \right] - h^{p-1} \text{Bias}_Y \right\} \overset{d}{\rightarrow} N(0, \Lambda),$$

where

$$\Lambda = 4 \mathbb{E} \{ \sigma_\xi^2 [R(X,V)]_{t,1}^2 \} + \mathbb{E} \left\{ V^2 \mathbb{E}_{X|Z} \left[ \frac{\partial^3 \mathbb{E}(Y|X,V)}{\partial X \partial V} \right]^2 \right\} + \mathbb{E} \left[ \frac{\partial^2 \mathbb{E}(Y|X,V)}{\partial X \partial V} \right]^2$$

$$- 2 \mathbb{E} \left\{ V \mathbb{E}_{X|Z} \left[ \frac{\partial^3 \mathbb{E}(Y|X,V)}{\partial X \partial V} \right] \frac{\partial^2 \mathbb{E}(Y|X,V)}{\partial X \partial V} \right\},$$

$$\text{Bias}_Y = 2e_t^I M^{-1} B \mathbb{E}[m^{(p+1)}(X,V)],$$

$M, B, R(x,v)$ and $m_{p+1}(x,v)$ are defined by (28), (29), (31) and the line above (31) respectively in the Appendix.

As we can see, this result is about the estimation of the average of second order derivatives. In Li et al. (2003), they show that the estimator of the average of first order derivatives converges at parametric rate. In Proposition 1, we obtain the $\sqrt{n}$-consistent result for the estimator of the average of second order derivatives as a by-product, which further extends the exiting literature.

Now, we introduce our main result that $\hat{\gamma}$ converges at the parametric rate.

**Theorem 1:** Under Assumptions 1-8, we have

$$\sqrt{n}(\hat{\gamma} - \gamma) \overset{d}{\rightarrow} N \left( 0, \frac{1}{\mathbb{E} \left[ \frac{\partial^2 \mathbb{E}[D|X,V]}{\partial X \partial V} \right]^2} 4 \sigma_\zeta^2 \mathbb{E}\{ [R(X,V)]_{t,1}^2 \} \right),$$

where $t = 2d + 3$, $\sigma_\zeta^2$ is the variance of $\zeta = \xi - \gamma u$ and $[R(x,v)]_{t,1}$ is the $(t, 1)$ entity in the matrix $R(x,v)$ defined by equation (31) in the Appendix.

The result indicates that our estimator no longer has biased terms from the local polynomial regression. This desirable property comes from the special ratio form of the estimator we proposed and also the equality (8), as the bias terms from the estimation of the denominator and numerator are exactly
cancelled. The variance depends on both disturbances in the regression of \( Y \) and \( D \). From the result, we see that the larger \( \gamma \), the smaller the variance, which is consistent with the intuition. Also, \( R(X,V) \) depends on the joint density of \((X,V)\) and its second derivatives.

The estimation procedure and asymptotic results for case (i) is much simpler. For case (i), \( D \) is the only endogenous variable and we consider \( V \) in the model an observed variable. Then, the model becomes \( Y = \lambda(X) + \gamma D + \rho(V) + \zeta \). To estimate \( \gamma \), we no longer need the first step in the aforementioned procedure and the estimator in the second step is obtained by replacing \( \hat{V} \) by \( V \) in (10). Therefore, we have

\[
\hat{\gamma} = \frac{\mathbb{E} \left[ \frac{\partial^2 \mathbb{E}(Y|X,V)}{\partial X_1 \partial V} \right]}{\mathbb{E} \left[ \frac{\partial^2 \mathbb{E}(D|X,V)}{\partial X_1 \partial V} \right]}
\]

Applying the result from the proof Proposition 1 and also using similar method of Theorem 1, we obtain

**Corollary 1:** Under Assumptions 1-8, we have the asymptotic distribution of \( \hat{\gamma} \) is given by (15).

In Theorem 1, we find that the generated regressor has no influence on the estimation asymptotically as its effects in \( \frac{\partial^2 \mathbb{E}(Y|X,\hat{V})}{\partial X_1 \partial V} \) and \( \frac{\partial^2 \mathbb{E}(D|X,\hat{V})}{\partial X_1 \partial V} \) are exactly cancelled by equality (8). Therefore, the results are identical with or without the generated regressor for both cases.

By (9), \( \lambda(\cdot) \) and \( \rho(\cdot) \) can be estimated by regressing \( Y - \hat{\gamma} D \) on \( X, \hat{V} \) as in Mammen et al. (2012a). As \( \hat{\gamma} \) converges at parametric rate, the result in Mammen et al. (2012a) holds. Therefore, we can apply Mammen et al. (2012a) directly.

### 4 Extensions of the Model:

#### 4.1 Linear Controls:

We expect that in most empirical applications of our methods, the variables of interest will be \( X_1 \) and \( D \) (and perhaps \( V \)), and \( Z_1 \) will represent covariates or controls that the researchers will use to argue the validity of the instrument \( Z_2 \) more credibly. In a typical realistic empirical application we expect that the number of controls, i.e. the dimension of \( Z_1 \) to be large. In such cases, estimating \( \frac{\partial^2 \mathbb{E}(Y|X_1,Z_1,V)}{\partial X_1 \partial V} \) and \( \frac{\partial^2 \mathbb{E}(D|X_1,Z_1,V)}{\partial X_1 \partial V} \) nonparametrically will be challenging due to data constraints. To make our methods more readily accessible for applied researchers, in this section we discuss how the model can be estimated if
the controls are added linearly, that is if \( \lambda(X_1, Z_1) = g(X_1) + Z_1^T \theta \). Then our model becomes,

\[
Y = g(X_1) + D\gamma + Z_1^T \theta + \varepsilon \\
X_1 = \pi(Z) + V.
\]

In this case, under Assumptions 1 and 4, we can identify \( \gamma \) exactly the same as before. Once \( \gamma \) is identified, we can define

\[
\tilde{Y} = Y - D\gamma.
\]

Then \( \theta \) is identified using Robinson (1988), since

\[
\tilde{Y} - \mathbb{E} (\tilde{Y} | X_1, V) = [Z_1 - \mathbb{E}(Z_1 | X_1, V)]^T \theta + \varepsilon_1.
\]

This method still requires nonparametric estimation of \( \frac{\partial^2 \mathbb{E}(\tilde{Y} | X_1, V, Z_1)}{\partial X_1 \partial V} \) and \( \frac{\partial^2 \mathbb{E}(D | X_1, V, Z_1)}{\partial X_1 \partial V} \), which could be challenging if dimension of \( Z_1 \) is large. Alternatively, under the assumption that \( \mathbb{E}(\varepsilon | X_1, V) = \mathbb{E}(\varepsilon | V) \), which is implied by \( \mathbb{E}(\varepsilon | X_1, V, Z_1) = \mathbb{E}(\varepsilon | V) \), we get

\[
\frac{\partial^2 \mathbb{E}(Y | X_1, V)}{\partial X_1 \partial V} = \frac{\partial^2 \mathbb{E}(D | X_1, V)}{\partial X_1 \partial V} \gamma + \frac{\partial^2 \mathbb{E}(Z_1 | X_1, V)^T}{\partial X_1 \partial V} \theta.
\]

Then if \( \left( \frac{\partial^2 \mathbb{E}(D | X_1, V)}{\partial X_1 \partial V}, \frac{\partial^2 \mathbb{E}(Z_1 | X_1, V)^T}{\partial X_1 \partial V} \right) \) are linearly independent, \( (\gamma, \theta^T)^T \) is identified. In that case we can estimate \( (\gamma, \theta^T)^T \) by regressing the estimated values of \( \frac{\partial^2 \mathbb{E}(Y | X_1, V)}{\partial X_1 \partial V} \) on estimated values of \( \frac{\partial^2 \mathbb{E}(D | X_1, V)}{\partial X_1 \partial V} \) and estimated values of \( \frac{\partial^2 \mathbb{E}(Z_1 | X_1, V)}{\partial X_1 \partial V} \).

### 4.2 Nonlinear Functions of \( D \):

It is easy to see that polynomials of \( D \) and \( Z_1 \) can be incorporated into the model in a straightforward way. Here to keep notation simple, we assume the dimensions of \( X_1, D, Z_1 \) are all 1, and we write \( X \) to denote \( X_1 \). Consider

\[
Y = g(X) + \sum_{j=0}^{K} D^j Z_1^{K-j} \gamma_j + \varepsilon.
\]
As long as $\mathbb{E}(\varepsilon|X,V) = \mathbb{E}(\varepsilon|V)$, and $\mathbb{E}(SS^\top)$ is full rank, where

$$S = \begin{bmatrix} \frac{\partial^2 \mathbb{E}(Z_1^K|X,V)}{\partial X \partial V}, & \frac{\partial^2 \mathbb{E}(Z_1^{K-1}D|X,V)}{\partial X \partial V}, & \cdots, & \frac{\partial^2 \mathbb{E}(D^K|X,V)}{\partial X \partial V} \end{bmatrix},$$

we can identify $\gamma$, $g$ and $\rho$, where $\gamma = (\gamma_0, \cdots, \gamma_K)^\top$. Similarly, the model

$$Y = g(X) + \delta(D, Z_1; \theta_0) + \varepsilon,$$

where the function $\delta$ is known up to a finite dimensional parameter vector $\theta$ can be estimated by minimizing

$$\left[ \frac{\partial^2 \mathbb{E}(Y|X,V)}{\partial X \partial V} - \frac{\partial^2 \mathbb{E}(\delta(D, Z_1; \theta)|X,V)}{\partial X \partial V} \right]^2$$

with respect to $\theta$.

Finally, it might be possible to extend our methods to the nonparametric $\delta(D, Z_1)$ case. Investigation of this question is left for future research.

### 4.3 Interactions between $X$ and $D$:

In this section we consider how interactions between $X$ and $D$ could be incorporated into the basic model. For ease of notation, we suppress $Z_1$, and also assume that the dimensions of $X = X_1$ and $D$ are both 1. So we consider the model

$$Y = g(X) + \sum_{j=1}^K D^j X^{K-j} \gamma_j + \varepsilon.$$

As long as $\mathbb{E}(\varepsilon|X,V) = \mathbb{E}(\varepsilon|V)$, and $\mathbb{E}(SS^\top)$ is full rank, where $S$ is the row vector whose $j^{th}$ component equals

$$m^D_{XV}(X,V)X^{K-j} + m^D_{V}(X,V)(K-j)X^{K-j-1},$$

with $m^D(X,V)$, $m^D_V$, and $m^D_{XV}$ denoting $E(D|X,V)$, its partial derivative with respect to $D$ and its cross partial derivative with respect to $X$ and $V$, respectively, we can identify $\gamma$, $g$ and $\rho$, where $\gamma = (\gamma_1, \cdots, \gamma_K)^\top$. 
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This extension suggests that it might be possible to extend our method to the analysis of

\[ Y = \theta(X, D) + \varepsilon \]

as well. We leave answering this question to future research as well.

5 Finite Sample Performance

To evaluate finite sample performance of our estimator we did a Monte Carlo study. In this section we report the results of this study. We consider two basic specifications. The first specification satisfies Assumption 1, and the second one does not. Moreover, in the second specification we investigate the performance of our estimator for mild and severe violations of Assumption 1. The specifications we consider only differ in the form of the outcome equation. The outcome equations we consider are all of the form

\[ Y = 0.5X + D + \kappa D \varsigma. \] (16)

In DGP1, \( \kappa = 0 \), so \( D \) and \( \varsigma \) do not interact, even though they are correlated. In DGP2 and DGP3 \( \kappa = 0.01 \) and \( \kappa = 1 \), respectively. For all cases, \( D, X, Z \) and \( V \) are as follows:

\[
D = 1.5XV + \varsigma_1 + \varsigma_2 + u, \\
\varsigma = 2\varsigma_1 + 2V^2, \\
X = 0.3 - 1.5Z - 0.5Z^2 + V.
\]

where \( X, V, u \) are independent \( N(0, 1) \) random variables, and \( Z \) serves as an IV for \( X \). Moreover, \( \varsigma_1, \varsigma_2, \varsigma_3 \) and \( \varsigma_4 \), are all drawn from \( N(0, 0.5) \). They are independent from each other and from both \( u \) and \( V \). We let \( Z = \varsigma_3 \). In order to compare our estimator with both the conventional OLS and IV regression, construct \( Z_D = \varsigma_2 + \varsigma_4 \) to be the additional instrumental variable for \( D \) required in the IV regression. To implement our method, we use product kernel and choose normal density function as our kernel function, i.e., \( K(u) = \frac{1}{\sqrt{2\pi}} \exp^{-\frac{u^2}{2}} \). In our simulation, we use Silverman’s rule of thumb for the first stage bandwidth, \( g = 1.06\sigma(Z)N^{-1/5} \) and choose \( h = 2 \) for both \( X \) and \( V \) dimensions in the second stage bandwidth.\(^2\) The simulations reported here consider sample sizes \( N = 250, 500, 1000 \), and are repeated

\(^2\)We also tried \( h = 1.5 \) and \( h = 2.5 \) and the results were similar.
500 times. Summary statistics reported include the sample mean (MEAN), standard deviation (SD), and root-mean-square error (RMSE), as well as the median (MED) and median absolute error (MAE). Tables 1, 2 and 3 summarize our simulation results for $\kappa = 0, 0.01, 1$, respectively. Moreover, in each case, $\gamma$ is estimated four different ways: using OLS, our estimator (HKY), using the efficient IV estimation which uses the constant, $Z$ and $Z_D$ as instruments (IV-spec-I), and 2SLS using $Z$ as an instrument for $X$ and treating $D$ as exogenous (IV-spec-II).

When $\kappa = 0$, both HKY estimator and IV-spec-I estimator are consistent, but OLS and IV-spec-II estimators are not. We see the bias in OLS and IV-spec-II estimators in Table 1. It is notable that our estimator outperforms the IV estimator with two valid IV’s. When $\kappa = 0.01$ and when $\kappa = 1$, none of the estimators are consistent. When $\kappa = 0.01$ both IV-spec-I and HKY estimators seem to perform reasonably well. When $\kappa = 1$ all of the estimators seem do poorly. While the IV-spec-I estimator has the lowest bias among the estimators we considered, the HKY estimator seems to have lower RMSE.

Table 1: Finite Sample Performance of OLS, IV and HKY with $\gamma = 1$ when Assumption 1 holds

<table>
<thead>
<tr>
<th>Estimators</th>
<th>MEAN</th>
<th>SD</th>
<th>RMSE</th>
<th>MED</th>
<th>MAE</th>
</tr>
</thead>
<tbody>
<tr>
<td>OLS</td>
<td>1.752</td>
<td>0.079</td>
<td>0.079</td>
<td>1.750</td>
<td>0.063</td>
</tr>
<tr>
<td>IV spec-I</td>
<td>0.754</td>
<td>1.308</td>
<td>1.307</td>
<td>0.983</td>
<td>0.564</td>
</tr>
<tr>
<td>IV spec-II</td>
<td>1.756</td>
<td>0.085</td>
<td>0.085</td>
<td>1.758</td>
<td>0.068</td>
</tr>
<tr>
<td>HKY</td>
<td>0.949</td>
<td>0.221</td>
<td>0.221</td>
<td>0.968</td>
<td>0.174</td>
</tr>
<tr>
<td>N = 500</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>N = 250</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>OLS</td>
<td>1.749</td>
<td>0.054</td>
<td>0.054</td>
<td>1.748</td>
<td>0.042</td>
</tr>
<tr>
<td>IV spec-I</td>
<td>0.921</td>
<td>0.489</td>
<td>0.489</td>
<td>1.011</td>
<td>0.276</td>
</tr>
<tr>
<td>IV spec-II</td>
<td>1.753</td>
<td>0.059</td>
<td>0.059</td>
<td>1.756</td>
<td>0.047</td>
</tr>
<tr>
<td>HKY</td>
<td>0.970</td>
<td>0.136</td>
<td>0.136</td>
<td>0.973</td>
<td>0.108</td>
</tr>
<tr>
<td>N = 500</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>OLS</td>
<td>1.752</td>
<td>0.040</td>
<td>0.040</td>
<td>1.753</td>
<td>0.033</td>
</tr>
<tr>
<td>IV spec-I</td>
<td>0.956</td>
<td>0.254</td>
<td>0.254</td>
<td>0.988</td>
<td>0.173</td>
</tr>
<tr>
<td>IV spec-II</td>
<td>1.757</td>
<td>0.043</td>
<td>0.043</td>
<td>1.756</td>
<td>0.035</td>
</tr>
<tr>
<td>HKY</td>
<td>0.978</td>
<td>0.102</td>
<td>0.102</td>
<td>0.978</td>
<td>0.082</td>
</tr>
</tbody>
</table>
Table 2: Finite Sample Performance of OLS, IV and HKY with $\gamma = 1$ when $\kappa = 0.01$

<table>
<thead>
<tr>
<th>Estimators</th>
<th>MEAN</th>
<th>SD</th>
<th>RMSE</th>
<th>MED</th>
<th>MAE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>OLS</td>
<td>1.829</td>
<td>0.090</td>
<td>0.090</td>
<td>1.827</td>
<td>0.072</td>
</tr>
<tr>
<td>IV spec-I</td>
<td>0.756</td>
<td>1.430</td>
<td>1.429</td>
<td>1.009</td>
<td>0.608</td>
</tr>
<tr>
<td>IV spec-II</td>
<td>1.834</td>
<td>0.095</td>
<td>0.095</td>
<td>1.835</td>
<td>0.077</td>
</tr>
<tr>
<td>HKY</td>
<td>0.996</td>
<td>0.224</td>
<td>0.224</td>
<td>1.016</td>
<td>0.176</td>
</tr>
</tbody>
</table>

<p>| | | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$N = 500$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>OLS</td>
<td>1.829</td>
<td>0.062</td>
<td>0.062</td>
<td>1.828</td>
<td>0.049</td>
</tr>
<tr>
<td>IV spec-I</td>
<td>0.934</td>
<td>0.527</td>
<td>0.526</td>
<td>1.031</td>
<td>0.293</td>
</tr>
<tr>
<td>IV spec-II</td>
<td>1.833</td>
<td>0.067</td>
<td>0.067</td>
<td>1.835</td>
<td>0.053</td>
</tr>
<tr>
<td>HKY</td>
<td>1.017</td>
<td>0.138</td>
<td>0.138</td>
<td>1.019</td>
<td>0.110</td>
</tr>
</tbody>
</table>

<p>| | | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$N = 1000$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>OLS</td>
<td>1.834</td>
<td>0.048</td>
<td>0.048</td>
<td>1.835</td>
<td>0.038</td>
</tr>
<tr>
<td>IV spec-I</td>
<td>0.973</td>
<td>0.272</td>
<td>0.272</td>
<td>1.009</td>
<td>0.185</td>
</tr>
<tr>
<td>IV spec-II</td>
<td>1.838</td>
<td>0.050</td>
<td>0.050</td>
<td>1.840</td>
<td>0.040</td>
</tr>
<tr>
<td>HKY</td>
<td>1.026</td>
<td>0.104</td>
<td>0.104</td>
<td>1.024</td>
<td>0.083</td>
</tr>
</tbody>
</table>

Table 3: Finite Sample Performance of OLS, IV and HKY with $\gamma = 1$ when $\kappa = 1$

<table>
<thead>
<tr>
<th>Estimators</th>
<th>MEAN</th>
<th>SD</th>
<th>RMSE</th>
<th>MED</th>
<th>MAE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>OLS</td>
<td>9.512</td>
<td>1.958</td>
<td>1.956</td>
<td>9.264</td>
<td>1.469</td>
</tr>
<tr>
<td>IV spec-I</td>
<td>0.9560</td>
<td>14.525</td>
<td>14.511</td>
<td>3.176</td>
<td>5.445</td>
</tr>
<tr>
<td>IV spec-II</td>
<td>9.553</td>
<td>1.982</td>
<td>1.980</td>
<td>9.291</td>
<td>1.479</td>
</tr>
<tr>
<td>HKY</td>
<td>5.633</td>
<td>1.227</td>
<td>1.226</td>
<td>5.605</td>
<td>0.974</td>
</tr>
</tbody>
</table>

<p>| | | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$N = 500$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IV spec-I</td>
<td>2.248</td>
<td>4.861</td>
<td>4.856</td>
<td>2.939</td>
<td>2.563</td>
</tr>
<tr>
<td>IV spec-II</td>
<td>9.778</td>
<td>1.599</td>
<td>1.597</td>
<td>9.521</td>
<td>1.230</td>
</tr>
<tr>
<td>HKY</td>
<td>5.660</td>
<td>0.869</td>
<td>0.868</td>
<td>5.631</td>
<td>0.683</td>
</tr>
</tbody>
</table>

<p>| | | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$N = 1000$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>OLS</td>
<td>9.891</td>
<td>1.193</td>
<td>1.192</td>
<td>9.789</td>
<td>0.918</td>
</tr>
<tr>
<td>IV spec-I</td>
<td>2.559</td>
<td>2.401</td>
<td>2.399</td>
<td>2.950</td>
<td>1.707</td>
</tr>
<tr>
<td>IV spec-II</td>
<td>9.908</td>
<td>1.197</td>
<td>1.196</td>
<td>9.791</td>
<td>0.921</td>
</tr>
<tr>
<td>HKY</td>
<td>5.741</td>
<td>0.603</td>
<td>0.602</td>
<td>5.742</td>
<td>0.471</td>
</tr>
</tbody>
</table>
6 Empirical Example

6.1 Background

Smoking during pregnancy and its causal effect on birth outcomes has been a long standing issue in both medical and policy circles. The most comprehensive treatment of the question is provided by Almond et al. (2005), under a selection-on-observables framework, and estimates a significant difference in birth weights of around 200 grams between smokers and non-smokers. However, as mentioned earlier, the primary concern in the causal estimation of the effect of smoking on birth weight remains due to the lack of an exogenous source of variation. As Caetano (2015) argues even after using the most comprehensive set of controls, as in Almond et al. (2005), there is significant left over selection that hinders meaningful causal inference. The framework developed in this paper can thus, potentially help contribute to this persistent problem in the literature.

To formulate the empirical setup more precisely, consider the question explored by Currie and Moretti (2003) (henceforth, CM): the effect of maternal education on birth outcomes. Their setup can be expressed in terms of the standard case of one endogenous variable, mother’s education attainment, and one instrumental variable, the number of colleges in the county where the mother was resident at age 17. Applying this setup to our question we can have two potentially endogenous variables of interest in our structural equation: maternal education and maternal smoking, and an IV for the former. Thus using the framework developed so far in this paper, we can use the artificially generated exogenous source of variation to estimate the causal effect of smoking on birth weight.

6.2 Data

We use Vital Statistics data from 1993-2002 and closely follow the sample restrictions used by CM. In particular, we restrict our sample to all singleton births to White mothers aged between 24 and 45 years. We also drop mothers that reside in counties with less than 100,000 population. This leaves us with a sample size of close to 3.5 million births. The key variables of interest for us are the two endogenous variables in our framework, the number of years of schooling of the mother, $X$, and the reported number of cigarettes smoked by the mother during pregnancy, $D$. Following the previous literature, our key birth outcome of interest is the birth weight of an infant in grams, $Y$. Our instrument, $Z$, is the total number

\footnote{In their paper, CM actually include separate IVs for the number of four-year colleges and the number of two-year colleges in the county of the mother at age 17.}
of four-year and two-year colleges in the county where the mother resides at age 17.\footnote{We are extremely grateful to Janet Currie and Enrico Moretti for graciously providing us with their novel dataset on college openings in the US.}

6.3 Estimation

The first step of the estimation regresses maternal education, $X$, on our IV while controlling for maternal age dummies, 10-year birth of cohort dummies and mother’s county-at-age-17*year of birth fixed effects. The residual from this regression, $\hat{V}$, gives us the variable that is analogous to a control function in our framework. In the next step, we estimate conditional expectations of both $Y$ and $D$ given $X$ and $\hat{V}$ using a third order polynomial.\footnote{This birth weight variable is cleaned off the variation solely due to maternal age dummies, 10-year birth cohort dummies and mother’s county-at-age-17*year of birth fixed effects.} Using the coefficients on the interaction terms from the above two series regressions we can then construct, \( \frac{\partial^2 E(Y|X,\hat{V})}{\partial X \partial V} \) and \( \frac{\partial^2 E(D|X,\hat{V})}{\partial X \partial V} \), respectively. The final step then regresses \( \frac{\partial^2 E(Y|X,\hat{V})}{\partial X \partial V} \) on \( \frac{\partial^2 E(D|X,\hat{V})}{\partial X \partial V} \) to estimate $\hat{\gamma}$, the effect of maternal smoking on birth weight.

6.4 Results

This subsection presents the results from the above outlined procedure to estimate the causal effect of smoking during pregnancy on birth weight. The first column of Table 4 reports OLS results using the basic set of controls described above and estimates an effect of $-17.46$ grams per cigarette smoked during pregnancy.\footnote{We follow CM closely for this specification.} Specification - II then uses a much more detailed set of covariates including demographics of the parents, pregnancy characteristics, pregnancy history, and various interactions between them. This specification closely follows the most comprehensive one used in the literature so far by Almond et al. (2005). The results, however, are fairly consistent across the first two columns.

The last two columns finally present results from the methodology developed in this paper, implementing the estimation details given in the above section. Using a 3rd order series estimator we find an effect size of $-29.70$ grams per cigarette smoked, which is significantly larger in magnitude compared to the OLS estimates. The last column presents results from a 4th order series estimator with the effect size being slightly smaller compared to column 3.

One might expect the OLS estimates to actually decrease in magnitude given that mother’s who smoke are more likely to be selected negatively on unobservables. However, our estimation methodology is inherently instrument variable based, and hence recovers only a local average treatment effect (LATE). Using terminology from the treatment effects literature, the group of 'compliers' for our IV are mothers...
Table 4: Effect of Maternal Smoking on Birth Weight

<table>
<thead>
<tr>
<th></th>
<th>OLS</th>
<th>Series Estimator</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Spec - I</td>
<td>Spec - II</td>
</tr>
<tr>
<td>Cigarettes Smoked</td>
<td>−17.46**</td>
<td>−16.14**</td>
</tr>
<tr>
<td></td>
<td>(0.202)</td>
<td>(0.191)</td>
</tr>
<tr>
<td>Years of Schooling</td>
<td>14.95**</td>
<td>9.020**</td>
</tr>
<tr>
<td></td>
<td>(0.499)</td>
<td>(0.576)</td>
</tr>
<tr>
<td>Number of Observations</td>
<td>3,443,755</td>
<td>3,443,755</td>
</tr>
</tbody>
</table>

**,* Indicates significance at 1, and 5 percent, respectively. OLS specification - I includes non-parametric controls for mother’s age, dummies for 10-year birth cohort and mother’s county-at-age-17*year of birth fixed effect. Specification - II controls for a more elaborate set of controls with various interactions and closely follows the one used by Almond et al. (2005). The last two columns then present estimates using our methodology and employ a series estimator of order 3 and 4, respectively. Standard errors are clustered at the mother’s county of residence at age 17 level.

who are more likely to go to college as a result of more college openings in their county of residence. These mothers, in turn, are also more likely to be positively selected on other unobservable dimensions which could be positively correlated with mothering ability. This, therefore, can account for the increase in magnitude in effect sizes that we document using our methodology compared to the OLS estimates.

7 Conclusion

In this paper, we proposed a novel identification method for a partially linear model with multiple endogenous variables of interest in which the number of available excluded instruments is strictly less than the number of endogenous variables. One of the endogenous variables in the model is assumed to be continuous and its structural relation to the outcome of interest could be nonparametric. We assume that there is one excluded instrument that could even be discrete for this endogenous variable. Using this instrument we identify a control function for the continuous endogenous regressor. Inclusion of this control function does not necessarily control for the endogeneity in other regressors. Nevertheless, we can still identify all parameters of interest. In particular, given the partially linear structure of the model, the change in change in the conditional outcome given the continuous endogenous variable and its control function with respect to a change in the continuous endogenous variable first and its control function second can only be the result of a corresponding change in change in the conditional expectation of the other endogenous variables given the continuous endogenous variable and its control function times the coefficient vector on the other endogenous regressors. This way, we can identify this coefficient. After identifying this coefficient, we discuss how other parameters of interest can be identified in this model. We
also provide an easy-to-compute $\sqrt{n}$-consistent estimator for the coefficients on the endogenous variables for which no excluded instruments are available. We show that the proposed estimator is $\sqrt{n}$-normal. A by-product of our method is an $\sqrt{n}$-consistent estimator of the average of second order derivatives, which is also a new result in the literature to our knowledge. The Monte Carlo simulation results demonstrate our estimator has fairly good finite sample performance. In the empirical section, we use the methods proposed in this paper to assess the causal impact of mother’s smoking during pregnancy on baby’s birth weight. Our results seem to be in line with findings of the previous literature. We also outline how our identification method can be used in extensions of the basic model we consider. We leave detailed analysis of these extensions for future research.
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A Mathematical Proof

We first introduce the definition of empirical measure that is commonly used in empirical process theory. For any \( X_1, \cdots, X_n \) that are i.i.d. random variables with distribution \( P \) and for any measurable function \( f \), the empirical measure \( G_n \) is defined as

\[
f \mapsto G_n f = \sqrt{n} (P_n - P) f = \sqrt{n} \left[ \frac{1}{n} \sum_{i=1}^{n} f(X_i) - \mathbb{E} f \right].
\]  (17)

We first prove Proposition 1, which indicates that \( \sqrt{n} \) regressor. Following the proof of Corollary 6 in Mammen et al. (2012a), let

\[
\text{Proof of Proposition 1:}
\]

We use the directional derivative to decompose the influences of the generated regressor. Following the proof of Corollary 6 in Mammen et al. (2012a), let

\[
\begin{align*}
\dot{f}(x, z) &= (\dot{f}_1, \dot{f}_2) = \left( \frac{\partial^2 \mathbb{E}[Y|X = x, V = \bar{f}_2(x, z)]}{\partial X_1 \partial V}, x_1 - \pi(z) \right), \\
\hat{f}(x, z) &= (\hat{f}_1, \hat{f}_2) = \left( \frac{\partial^2 \mathbb{E}[Y|X = x, V = \bar{f}_2(x, z)]}{\partial X_1 \partial V}, x_1 - \hat{\pi}(z) \right),
\end{align*}
\]

where \( \bar{f} \) represents the true regression function and \( \hat{f} \) is the estimator.

For any \( f = (f_1, f_2) \), define

\[
S_n(f) := \frac{1}{n} \sum_{i=1}^{n} f_1(X_i, f_2(X_i, Z_i)) - \mathbb{E} \left[ \frac{\partial^2 \mathbb{E}(Y|X, V)}{\partial X_1 \partial V} \right].
\]

Then the directional derivative can be written as

\[
\dot{S}_n(\bar{f})[f - \bar{f}] = \lim_{s \to 0} \frac{1}{s} \left[ S_n(f + s(f - \bar{f}) - S_n(\bar{f}) \right]
\]

\[
= \lim_{s \to 0} \frac{1}{n} \sum_{i=1}^{n} \left\{ [\bar{f}_1 + s(f_1 - \bar{f}_1)](X_i, \bar{f}_2 + s(f_2 - \bar{f}_2)) - \bar{f}_1(X_i, \bar{f}_2 + s(f_2 - \bar{f}_2)) \right\}
\]

\[
= \frac{1}{n} \sum_{i=1}^{n} [f_1 - \bar{f}_1](X_i, \bar{f}_2) + \frac{1}{n} \sum_{i=1}^{n} \bar{f}_1(X_i, \bar{f}_2) \cdot [f_2 - \bar{f}_2](X_i, Z_i)
\]

\[
= T_1, n(f) + T_2, n(f),
\]  (18)
where \( f_1^{(v)}(x,v) = \partial_v f_1(x,v) \) is the partial derivative of \( f_1 \) with respect to \( v \).

For any \( f = (f_1, f_2) \) with bounded second derivatives, we have that

\[
\|S_n(f) - S_n(\tilde{f}) - \hat{S}_n(f)\|_{\infty} = O(\|f_2 - \tilde{f}_2\|_{\infty}^2) + O(\|f_2 - \tilde{f}_2\|_{\infty}\|f_1^{(v)} - \tilde{f}_1^{(v)}\|_{\infty}) =: \text{s.o.}(f).
\]

where s.o.(\( f \)) defined above is later shown to be of small order. Replacing \( f \) in (19) by the estimator \( \hat{f} \), we have

\[
S_n(\hat{f}) = \hat{E} \left[ \frac{\partial^2 \hat{E}(Y|X,\hat{V})}{\partial X_1 \partial V} \right] - \hat{E} \left[ \frac{\partial^2 \hat{E}(Y|X,V)}{\partial X_1 \partial V} \right]
= S_n(\hat{f}) + T_{1,n}(\hat{f}) + T_{2,n}(\hat{f}) + \text{s.o.}(\hat{f})
= \frac{1}{n} \sum_{i=1}^{n} \hat{f}_1(X_i, \hat{f}_2) - \hat{E} \left[ \frac{\partial^2 \hat{E}(Y|X,V)}{\partial X_1 \partial V} \right] + \frac{1}{n} \sum_{i=1}^{n} [\hat{f}_1 - \tilde{f}_1](X_i, \tilde{f}_2) + T_{2,n}(\hat{f}) + \text{s.o.}(\hat{f})
= \frac{1}{n} \sum_{i=1}^{n} \hat{f}_1(X_i, \tilde{f}_2) - \hat{E} \left[ \frac{\partial^2 \hat{E}(Y|X,V)}{\partial X_1 \partial V} \right] + T_{2,n}(\tilde{f}) + \text{s.o.}(\tilde{f}),
\]

where the first term is the averaged estimator for the cross-partial derivative of the conditional expectation with true regressor instead of generated regressor. The rest of proof consists of three parts. Firstly, we use Lemma A.1-A.3 to prove asymptotic normality for the averaged estimator of the cross-partial derivative of the conditional expectation with true regressor \( V \), and we obtain that the estimator for the average second order cross-partial derivatives of the conditional expectation converges at parametric rate as by-product. Secondly, we show that s.o.(\( \tilde{f} \)) = o_p(n^{-1/2}). Thirdly, we apply Lemma A.4 to show \( \sqrt{n}T_{2,n}(\tilde{f}) = O_p(1) \). Lastly, we combine the results to finish the proof.

Let’s start from the first part. With true regressor \( V \), we have

\[
\sqrt{n} \left( \frac{1}{n} \sum_{i=1}^{n} \frac{\partial^2 \hat{E}(Y_i|X_i,V_i)}{\partial X_1 \partial V} - \hat{E} \left[ \frac{\partial^2 \hat{E}(Y|X,V)}{\partial X_1 \partial V} \right] \right) = G_n \left[ \frac{\partial^2 \hat{E}(Y_i|X_i,V_i)}{\partial X_1 \partial V} - \frac{\partial^2 \hat{E}(Y_i|X_i,V_i)}{\partial X_1 \partial V} \right]
+ G_n \left[ \frac{\partial^2 \hat{E}(Y_i|X_i,V_i)}{\partial X_1 \partial V} \right]
+ \sqrt{n} \hat{E} \left[ \frac{\partial^2 \hat{E}(Y|X,V)}{\partial X_1 \partial V} - \frac{\partial^2 \hat{E}(Y|X,V)}{\partial X_1 \partial V} \right],
\]

where \( G_n \) is the empirical measure defined in (17). The first term (22) is \( o_p(1) \) by the stochastic equicontinuity result in Lemma A.1. The second term (23) is \( O_p(1) \) by the Donsker property of \( C_M^\alpha(X \times \mathcal{Y}) \). The third term (24) contributes to the influence from estimating the cross partial derivatives of the
conditional expectation which we shall see later.

**Lemma A.1 (Stochastic Equicontinuity):** \( G_n \left[ \frac{\partial^2 \mathbb{E}(Y_i|X_i,V)}{\partial X_i \partial V} - \frac{\partial^2 \mathbb{E}(Y_i|X_i,V)}{\partial X_i \partial V} \right] = o_P(1). \)

**Proof of Lemma A.1:** Define \( Z_{ni}(f) = \frac{1}{\sqrt{n}} f(X_i, V_i) \) indexed by \( f \in \mathcal{F} = C_M^0(\mathcal{X} \times \mathcal{V}). \) By Assumption 7 and Example 19.9 in van der Vaart (2000), we know that \( C_M^0(\mathcal{X} \times \mathcal{V}) \) is \( P \)-Donsker, and also totally bounded in \( L_2(P) \) since for any \( \varepsilon > 0, \) the entropy \( \log N_{[\varepsilon]}(\mathcal{F}, C_M^0, L_2(P)) < \infty. \) The bracketing CLT (van der Vaart and Wellner, 1996) implies that \( \sum_{i=1}^n [Z_{ni}(f) - Z_{ni}(\hat{f})] \) is asymptotic equicontinuous in \( f \) with respect to the semimetric \( \|f - \hat{f}\|_2, \) which further implies (22) is of small order. We need to verify the conditions of Theorem 2.11.9 in van der Vaart and Wellner (1996).

(i) We know that \( |f(x,v)| \) is uniformly bounded as \( f \in C_M^0(\mathcal{X} \times \mathcal{V}). \) Therefore, for any \( \eta > 0, \)

\[ 1_{\|Z_{ni}\|_2 > \eta} = 0 \text{ when } n \text{ is large enough. Obviously, we have } \sum_{i=1}^n \mathbb{E}^* \|Z_{ni}\|_2^2 1_{\|Z_{ni}\|_2 > \eta} \to 0 \text{ for every } \eta > 0. \]

(ii) We have \( \sum_{i=1}^n \mathbb{E}[Z_{ni}(f) - Z_{ni}(g)]^2 = \mathbb{E}[f(X,V) - g(X,V)]^2 = o(1) \) for any \( \|f - g\|_2 = o(1). \)

(iii) \( \int_0^{\delta_n} \sqrt{\log N_{[\varepsilon]}(\mathcal{F}, L_2(P))} \, d\varepsilon \to 0 \) holds for every \( \delta_n \to 0 \) also by Assumption 7 and Example 19.9 in van der Vaart (2000) (or Corollary 2.7.2 in van der Vaart and Wellner, 1996). \( \blacksquare \)

For any integer vector \( j = (j_1, \ldots, j_{d+1}) \) and random vector \( w = (w_1, \ldots, w_{d+1}) \), we have already defined that \( |j| = j_1 + \cdots + j_{d+1} \) and \( w^j = (w_1^{j_1}, \ldots, w_{d+1}^{j_{d+1}}) \). Let \( j! = j_1! \times \cdots \times j_{d+1}! \).

For ease of notation, let \( W = (X,V) \) and define \( m(w) = \mathbb{E}(Y|W = w) \). As in Masry (1996a,b), \( k! \hat{b}_k(w) \) estimates the \( |k| \text{th order partial derivative } D^k m(w) \) (or \( \frac{\partial^{|k|} m(w)}{\partial w_1^{k_1} \cdots \partial w_{d+1}^{k_{d+1}}} \)), where \( \hat{b}_k(w) \) minimizes the weighted least squares

\[ \sum_{i=1}^n \left[ Y_i - \sum_{0 \leq |k| \leq p} b_k(w)(W_i - w)^k \right]^2 K \left( \frac{W_i - w}{h} \right). \] (25)

Minimizing (25), the F.O.C can be formulated as

\[ t_{n,j} = \sum_{0 \leq |k| \leq p} h^{|k|} \hat{b}_k(w) s_{n,j+k}(w), \quad 0 \leq |j| \leq p, \] (26)
where
\[
t_{n,j} = \frac{1}{n} \sum_{i=1}^{n} Y_i \left( \frac{W_i - w}{h} \right)^j K_h(W_i - w),
\]
\[
s_{n,j} = \frac{1}{n} \sum_{i=1}^{n} \left( \frac{W_i - w}{h} \right)^j K_h(W_i - w).
\]

We write (26) in a matrix form by using a lexicographical order. Let \( N_i = \binom{i+d}{d} \) be the number of distinct \((d+1)\)-tuples with \(|j| = i\), which is the number of distinct derivatives with order \( i \). Order these \( N_i \) \((d+1)\)-tuples as a sequence in the lexicographical order with the highest priority to the first position, so the sequence starts from \((i, \ldots, 0, 0)\) and ends at \((0, 0, \ldots, i)\). Let \( g^{-1} \) denote this one-to-one map. Define
\[
\tau_n = \left[ \begin{array}{c}
\tau_{n,0}^T, \tau_{n,1}^T, \ldots, \tau_{n,p}^T
\end{array} \right]^T,
\]
where \( \tau_{n,|j|} \) is a \( N_{|j|} \times 1 \) vector with \( (\tau_{n,|j|})_k = t_{n,g(|j|)}(k) \). Note that \( \tau_n \) is of dimension \( N \times 1 \) with
\[
N = \sum_{i=0}^{p} N_i.
\]

Similarly we arrange \( h^{l|k|} \hat{b}_k \) in the same order to get
\[
\hat{\beta}_n = \left[ \begin{array}{c}
\hat{\beta}_{n,0}^T, \hat{\beta}_{n,1}^T, \ldots, \hat{\beta}_{n,p}^T
\end{array} \right]^T.
\]

We also arrange the possible values of \( s_{n,j+k} \) by a matrix \( S_{n,|j|,|k|} \) in a lexicographical order with the \((l, m)\) element \( [S_{n,|j|,|k|}]_{l,m} = s_{n,g(|j|)(l)+g(|k|)(m)} \). Define the \( N \times N \) matrix \( S_n \)
\[
S_n = \begin{bmatrix}
S_{n,0,0} & S_{n,0,1} & \cdots & S_{n,0,p} \\
S_{n,1,0} & S_{n,1,1} & \cdots & S_{n,1,p} \\
\vdots & \vdots & \ddots & \vdots \\
S_{n,p,0} & S_{n,p,1} & \cdots & S_{n,p,p}
\end{bmatrix}.
\]

Before we proceed, we need to introduce some notations following Masry (1996a,b) and Li et al. (2003).
For each $j$ with $0 \leq |j| \leq d + 1$, define

\[
\mu_j = \int v^j K(v) \, dv, \quad \nu_{s,j} = \int v_s v^j K(v) \, dv, \quad s = 1, \ldots, d + 1,
\]

\[
\kappa_{r,j} = \int v^r v^j K(v) \, dv, \quad |r| = 2,
\]

where $v^j = (v_{d+1}^j, \ldots, v_{d+1}^{j+1})$, $v_s v^j = (v_{d+1}^j, \ldots, v_s^{j+1}, \ldots, v_{d+1}^{j+1})$ and $v^r v^j = (v_{d+1}^{r_1+j_1}, \ldots, v_{d+1}^{r_d+j_d+1})$ as defined earlier. Then define $N \times N$ matrices $M$, $U_s$ $(s = 1, \ldots, d + 1)$, $H_r$ $(|r| = 2)$, $U(w)$ and $H(w)$ by

\[
M = \begin{bmatrix}
M_{0,0} & M_{0,1} & \cdots & M_{0,p} \\
M_{1,0} & M_{1,1} & \cdots & M_{1,p} \\
\vdots & \vdots & \ddots & \vdots \\
M_{p,0} & M_{p,1} & \cdots & M_{p,p}
\end{bmatrix},
\]

\[
U_s = \begin{bmatrix}
U_{s,0,0} & U_{s,0,1} & \cdots & U_{s,0,p} \\
U_{s,1,0} & U_{s,1,1} & \cdots & U_{s,1,p} \\
\vdots & \vdots & \ddots & \vdots \\
U_{s,p,0} & U_{s,p,1} & \cdots & U_{s,p,p}
\end{bmatrix},
\]

\[
H_r = \begin{bmatrix}
H_{r,0,0} & H_{r,0,1} & \cdots & H_{r,0,p} \\
H_{r,1,0} & H_{r,1,1} & \cdots & H_{r,1,p} \\
\vdots & \vdots & \ddots & \vdots \\
H_{r,p,0} & H_{r,p,1} & \cdots & H_{r,p,p}
\end{bmatrix}
\tag{28}
\]

and

\[
U(w) = \sum_{s=1}^{d+1} f_{s}^{(1)}(w) U_s, \quad H(w) = \sum_{|r|=2} f_{r}^{(2)}(w) H_r,
\]

where $M_{i,j}$, $U_{s,i,j}$ and $H_{r,i,j}$ are $N_i \times N_j$ dimensional matrices whose $(l,m)$ element are $\mu_{g_i(l)+g_j(m)}$, $\nu_{s,g_i(l)+g_j(m)}$ and $\kappa_{r,g_i(l)+g_j(m)}$ respectively, $f_{s}^{(1)}(w)$ is the $s$th component of the gradient $f^{(1)}(w)$, and $f_{r}^{(2)}(w)$ is the second order partial derivative with respect to $w^r$. Define the centered $t_{n,j}(w)$ as

\[
t_{n,j}^*(w) = \frac{1}{n} \sum_{i=1}^{n} [Y_i - m(W_i)] \left( \frac{W_i - w}{h} \right)^j K_h(W_i - w)
\]

\[
= \frac{1}{n} \sum_{i=1}^{n} \xi_i \left( \frac{W_i - w}{h} \right)^j K_h(W_i - w).
\]

Then the $N \times 1$ matrix $\tau_{n}^*(w)$ are defined the same way as $\tau_{n}(w)$ but with $t_{n,j}(w)$ replaced with $t_{n,j}^*(w)$.

Use the same lexicographical order as before, we define a column vector $m_{(p+1)}(w)$ as the $N_{p+1}$ elements of derivatives $1/j!(D^j m)(w)$ with $|j| = p + 1$. Define the $N \times N_{p+1}$ matrices $B_{n}(w)$ and $B$ by

\[
B_{n}(w) = \begin{bmatrix}
S_{n,0,p+1} \\
S_{n,1,p+1} \\
\vdots \\
S_{n,p,p+1}
\end{bmatrix}
\quad \text{and} \quad
B = \begin{bmatrix}
M_{0,p+1} \\
M_{1,p+1} \\
\vdots \\
M_{p,p+1}
\end{bmatrix}
\tag{29}
\]

29
Similarly as (A.9) in Li et al. (2003), applying Theorem 4 in Masry (1996b), we have (24) becomes

\[
e_t^1 \frac{1}{h^2} \mathbb{E} [\hat{\beta}_n(W) - \beta(W)] = e_t^1 \frac{1}{h^2} \left[ \int S_n^{-1}(w) \tau_n^*(w) dF(w) + h^{p+1} \int S_n^{-1}(w) B_n(w) m^{(p+1)}(w) dF(w) \right] + O_P(\sqrt{\frac{\log n}{h^d+1}} h^{p-1} + h^p),
\]

(30)

where \( t = 1 + N_1 + d + 1 = 2d + 3 \) under the lexicographical order given. For any \( k^{th} \) order derivative of the expectation, we shall have \( t \in \{1 + N_1 + \cdots + N_{k-1} + 1, \ldots, 1 + N_1 + \cdots + N_k\} \). By Assumption 6(ii), \( O_P(\sqrt{\frac{\log n}{h^d+1}} h^{p-1} + h^p) = o_P(n^{-1/2}) \).

Masry (1996a,b) has shown that \( \sup_{x \in D} |[S_n(w)]^{-1} - [f(w)M]^{-1}| = o(1) \), and Li et al. (2003) have demonstrated that \( \sup_{x \in D} |[S_n(w)]^{-1} - \{(f(w)M)^{-1} - hG(w)\}| = o(h) \ a.s. \), where \( G(w) = M^{-1}U(w)M^{-1}/f^2(w) \).

We prove that higher order result also holds.

**Lemma A.2:** Under the assumptions of Proposition 1, we have

\[
\sup_{w \in D} |S_n(w) - f(w)M - hU(w) - h^2 H(w)| = O \left( h^3 + \left( \frac{\log n}{nh^{d+1}} \right)^{1/2} \right) = o(h^2).
\]

Also, the inverse holds that

\[
\sup_{w \in D} |S_n^{-1}(w) - \{(f(w)M)^{-1} - hG(w) + h^2 Q(w)\}| = o(h^2),
\]

where \( Q(w) = [f(w)M]^{-1}U(w)[f(w)M]^{-1}U(w)[f(w)M]^{-1} - [f(w)M]^{-1}H(w)[f(w)M]^{-1} \).

**Proof of Lemma A.2:** It suffices to show that for each \( j \) with \( 0 \leq |j| \leq N \), \( \sup_{w \in D} |s_{n,j}(w) - f(w)\mu_j - h \sum_{s=1}^{d+1} f_s^{(1)}(w) \nu_{s,j} - h^2 \sum_{|r|=2} f_r^{(2)}(w) \kappa_{r,j}| = O(h^3 + [\log n/(nh^{d+1})]^{1/2}) \). Note that \( s_{n,j}(w) = n^{-1} \sum_{i=1}^{n} ((W_i - w)/h)^j K_h(W_i - w) \), we have

\[
\mathbb{E}[s_{n,j}(w)] = \int (w_i - w)^j / h^j K_h(w_i - w) f(w_i) dw_i
\]

\[
= \int v^j K(v) f(w + hv) dv + f(w) \int v^j K(v) dv + h \sum_{s=1}^{d+1} f_s^{(1)}(w) \int v_s v^j K(v) dv
\]

\[
+ h^2 \sum_{|r|=2} f_r^{(2)}(w) \int v_r v^j K(v) dv + O(h^3),
\]

uniformly in \( w \in D = X \times V \). The first result follows from this together with Theorem 2 in Masry...
(1996b). Thus, we have

\[ S_n(w) = f(w)M + hU(w) + h^2H(w) + O\left(h^3 + \left(\frac{\log n}{nh^{d+1}}\right)^{1/2}\right) \]

\[ = f(w)M\{I_n + h[f(w)M]^{-1}U(w) + h^2[f(w)M]^{-1}H(w) + o(h^2)\} \quad \text{a.s.}, \]

uniformly in \( D \). The second equality is by Assumption 6(ii). It’s easy to see that

\[
\{I_n + h[f(w)M]^{-1}U(w) + h^2[f(w)M]^{-1}H(w) + o(h^2)\}^{-1} = I_n - h[f(w)M]^{-1}U(w) + h^2\{[f(w)M]^{-1}U(w)[f(w)M]^{-1}U(w) - [f(w)M]^{-1}H(w)\} + o(h^2),
\]

uniformly in \( D \) by Taylor expansion, as the eigenvalues of the matrix

\[ h[f(w)M]^{-1}U(w) + h^2[f(w)M]^{-1}H(w) + o(h^2) \]

are of small order. Then we have

\[ S_n^{-1}(w) = [f(w)M]^{-1} - hG(w) + h^2Q(w) + o(h^2). \]

where

\[ G(w) = [f(w)M]^{-1}U(w)[f(w)M]^{-1} \]
\[ Q(w) = [f(w)M]^{-1}U(w)[f(w)M]^{-1}U(w)[f(w)M]^{-1} - [f(w)M]^{-1}H(w)[f(w)M]^{-1}. \]

Applying Lemma A.2 on (30), we shall show that the leading term is indeed determined by higher order terms, as those from the first and second terms of Taylor expansion are degenerate. We have

\[
e_{t}^T \frac{1}{h^2} \mathbb{E} [\hat{\beta}_n(W) - \beta(W)] = e_{t}^T \frac{1}{h^2}\left\{ \int [f(w)M]^{-1}\tau_n^*(w) dF(w) - \int hG(w)\tau_n^*(w) dF(w) + \int h^2Q(w)\tau_n^*(w) dF(w) + h^{p+1} \int S_n^{-1}(w)B_n(w)m^{(p+1)}(w)dF(w) \right\} + o_P(n^{-1/2})
\]

\[ = A_1 - A_2 + A_3 + A_4 + o_P(n^{-1/2}). \]

We shall show that \( A_2 \) and \( A_3 \) contribute to the variance, \( A_4 \) is the bias term and the rest terms are
negligible. Similar to the proof of Lemma A.3 in Li et al. (2003)

\[
A_1 = \int f^{-1}(w) \frac{1}{nh^2} \sum_{i=1}^{n} \sum_{0 \leq |j| \leq p} [M^{-1}]_{t,j} \xi_i \left( \frac{W_i - w}{h} \right)^j K_h(W_i - w) \, dF(w)
\]

\[
= \frac{1}{nh^2} \sum_{i=1}^{n} \xi_i \sum_{0 \leq |j| \leq p} [M^{-1}]_{t,j} \int u^j K(u) \, du
\]

\[
= \frac{1}{nh^2} \sum_{i=1}^{n} \xi_i \sum_{0 \leq |j| \leq p} [M^{-1}]_{t,j} \sum_{0 \leq |j| \leq p} [M^{-1}]_{t,j} = \frac{1}{nh^2} \sum_{i=1}^{n} \xi_i [M^{-1}]_{t,1} = 0.
\]

We shall show \( A_2 \) is \( O_P(n^{-1/2}) \),

\[
A_2 = \int \frac{1}{nh} \sum_{i=1}^{n} \sum_{0 \leq |j| \leq p} [G(w)]_{t,j} \xi_i \left( \frac{W_i - w}{h} \right)^j K_h(W_i - w) \, dF(w)
\]

\[
= \frac{1}{nh} \sum_{i=1}^{n} \xi_i \int \sum_{0 \leq |j| \leq p} [G(w)]_{t,j} \left( \frac{W_i - w}{h} \right)^j K_h(W_i - w) \, dF(w)
\]

\[
= \frac{1}{nh} \sum_{i=1}^{n} \xi_i \sum_{0 \leq |j| \leq p} \int f^{-1}(W_i - uh)[M^{-1}U(W_i - uh)M^{-1}]_{t,j} u^j K(u) \, du
\]

\[
= \frac{1}{nh} \sum_{i=1}^{n} \xi_i \sum_{0 \leq |j| \leq p} \sum_{0 \leq |j| \leq p} [M^{-1}U(W_i)]_{t,i} \sum_{0 \leq |j| \leq p} [M^{-1}]_{t,j} \int u^j K(u) \, du
\]

\[
- \frac{1}{n} \sum_{i=1}^{n} \xi_i \int \sum_{s' = 1}^{d+1} (f^{-1})_{s'}(W_i) \sum_{0 \leq |j| \leq p} [M^{-1}U(W_i)M^{-1}]_{t,j} u^{s'} u^j K(u) \, du
\]

\[
- \frac{1}{n} \sum_{i=1}^{n} \xi_i \sum_{0 \leq |j| \leq p} \int f^{-1}(W_i) \sum_{s' = 1}^{d+1} [M^{-1}(U(W_i))_{s'}M^{-1}]_{t,j} u^{s'} u^j K(u) \, du + o_P(n^{-1/2}),
\]

where we have used Taylor expansion for \( f^{-1}(W_i - uh) \) and \( U(W_i - uh) \). By the definition of \( M \) and
Lemma A.3: \[ \frac{1}{nh} \sum_{i=1}^{n} \xi_i f^{-1}(W_i) \sum_{k} [M^{-1}]_{t,k} \sum_{s=1}^{d+1} f_s^{(1)}(W_i) \sum_{l} [U_s]_{k,l} \]

\[ = - \frac{1}{n} \sum_{i=1}^{n} \xi_i \int \sum_{s'=1}^{d+1} (f_s^{(1)}(W_i) f_{s'}^{(1)}(W_i)) \sum_{0 \leq |j| \leq p} [M^{-1}U_sM^{-1}]_{t,j} u_s u_j K(u) \, du \]

\[ - \frac{1}{n} \sum_{i=1}^{n} \xi_i \sum_{0 \leq |j| \leq p} \int f^{-1}(W_i) \sum_{s=1}^{d+1} f_s^{(2)}(W_i) [M^{-1}U_sM^{-1}]_{t,j} u_s u_j K(u) \, du + o_P(n^{-1/2}) \]

\[ = \frac{1}{nh} \sum_{i=1}^{n} [M^{-1}]_{t,k} [U_s]_{k,1} \]

\[ - \frac{1}{n} \sum_{i=1}^{n} \sum_{s'=1}^{d+1} (f_s^{(1)}(W_i) f_{s'}^{(1)}(W_i)) \sum_{0 \leq |j| \leq p} [M^{-1}U_sM^{-1}]_{t,j} u_s u_j K(u) \, du = A_{21} - A_{22} + o_P(n^{-1/2}). \]

The first term \( A_{21} \) is degenerate, as for any \( k \), we can show \( [M^{-1}]_{t,k} [U_s]_{k,1} = 0 \). It’s sufficient to show \( [M^{-1}]_{t,k} = 0 \), whenever \( [U_s]_{k,1} \neq 0 \). We have that for \( s = 1, \ldots, d+1 \),

\[ U_s[1,1] = [0 \square_{1 \times N_1} 0_{1 \times N_2} \square_{1 \times N_3} 0_{1 \times N_4} \ldots 0_{1 \times N_p}]^\top, \quad \text{if } p \text{ is even}, \]

\[ U_s[1,1] = [0 \square_{1 \times N_1} 0_{1 \times N_2} \square_{1 \times N_3} 0_{1 \times N_4} \ldots \square_{1 \times N_p}]^\top, \quad \text{if } p \text{ is odd}, \]

where \( \square_{1 \times l} \) represents a \( 1 \times l \) nonzero row vector. Note that \( N_0 = 1 \). As we use product kernel, it’s easy to see that when \( p \) is odd, \( M \) is a block matrix with zero blocks and nonzero blocks appear alternatively, i.e.

\[ M = \begin{bmatrix}
\square_{N_0 \times N_0} & 0_{N_0 \times N_1} & \square_{N_0 \times N_2} & \cdots & 0_{N_0 \times N_p} \\
0_{N_1 \times N_0} & \square_{N_1 \times N_1} & 0_{N_1 \times N_2} & \cdots & \square_{N_1 \times N_p} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0_{N_p \times N_0} & \square_{N_p \times N_1} & 0_{N_p \times N_2} & \cdots & 0_{N_p \times N_p}
\end{bmatrix}. \]

When \( p \) is even, it is clear to see \( M \) has the same pattern. We use the result of the lemma below.

**Lemma A.3:** \( M^{-1} \) has the same zero blocks as \( M \).

**Proof of Lemma A.3:** We only prove the result when \( p \) is odd. When \( p \) is even, the derivation is similar. Let \( p = 2q - 1 \), \( N_e = N_0 + N_2 + \cdots + N_{p-1} \) and \( N_e = N_1 + N_3 + \cdots + N_p \). We first apply the
row switching block elementary matrix $T_{i,j}$ on $M$, then we have

$$T_{N_1,N_{p-1}}T_{N_3,N_{p-3}}\cdots T_{N_{q-1},N_q}MT_{N_{q-1},N_q}^{-1}T_{N_3,N_{p-3}}T_{N_1,N_{p-1}} = \begin{bmatrix} A_{N_e \times N_e} & 0_{N_e \times N_o} \\ 0_{N_o \times N_e} & B_{N_o \times N_o} \end{bmatrix},$$

where $A$ and $B$ are invertible matrices. Then, we have

$$M^{-1} = (T_{N_1,N_{p-1}}T_{N_3,N_{p-3}}\cdots T_{N_{q-1},N_q})^{-1} \begin{bmatrix} A_{N_e \times N_e}^{-1} & 0_{N_e \times N_o} \\ 0_{N_o \times N_e} & B_{N_o \times N_o}^{-1} \end{bmatrix} (T_{N_{q-1},N_q}^{-1}\cdots T_{N_3,N_{p-3}}T_{N_1,N_{p-1}})^{-1}. \text{ } \blacksquare$$

For the $t$th row of $M$, it belongs to the $N_0 + N_1 + 1$ to $N_0 + N_1 + N_2$ block, so we have

$$[M]_{t,1} = \begin{bmatrix} \square_{1 \times N_0} & 0_{1 \times N_1} & \square_{1 \times N_2} \end{bmatrix}.$$  

Thus, it’s obvious that $A_{21}$ is degenerate. For $A_{22}$, we have

$$A_{22} = \frac{1}{n} \sum_{i=1}^{n} \xi_i \sum_{s=1}^{d+1} \sum_{s'=1}^{d+1} (f^{-1})_{s'}(W_i) f^{(1)}_{s'}(W_i) + f^{-1}(W_i) f^{(2)}_{s'}(w_i) [M^{-1} U_s M^{-1} U_{s'}]_{t,1}$$

$$= \frac{1}{n} \sum_{i=1}^{n} \xi_i [R_1(W_i)]_{t,1},$$

where $R_1(w) = \sum_{s=1}^{d+1} \sum_{s'=1}^{d+1} [(f^{-1})_{s'}(w) f^{(1)}_{s'}(w) + f^{-1}(w) f^{(2)}_{s'}(w)] M^{-1} U_s M^{-1} U_{s'}.$

Finally, we have

$$A_3 = \frac{1}{n} \sum_{i=1}^{n} \xi_i \sum_{0 \leq |j| \leq p} \left[ Q(w) \right]_{t,j} \left( \frac{W_i - w}{h} \right)^j K_h(W_i - w) dF(w)$$

$$= \frac{1}{n} \sum_{i=1}^{n} \xi_i \sum_{0 \leq |j| \leq p} \left[ Q(W_i - uh) \right]_{t,j} f(W_i - uh) w^j K(u) du$$

$$= \frac{1}{n} \sum_{i=1}^{n} \xi_i \sum_{0 \leq |j| \leq p} [Q(W_i)]_{t,j} \mu_j f(W_i) + o_p(n^{-1/2}) = \frac{1}{n} \sum_{i=1}^{n} \xi_i [R_2(W_i)]_{t,1} + o_p(n^{-1/2}),$$

where $R_2(w) = Q(w) f(w) M$. Combining $A_{22}$ and $A_3$, let

$$R(w) = R_1(w) + R_2(w) = \sum_{s=1}^{d+1} \sum_{s'=1}^{d+1} [(f^{-1})_{s'}(w) f^{(1)}_{s'}(w) + f^{-1}(w) f^{(2)}_{s'}(w)] M^{-1} U_s M^{-1} U_{s'} + Q(w) f(w) M.$$

\(31\)
Finally, applying the uniform results in Masry (1996b), we have

\[ A_1 = e_1 T h^{-1} \int S_n^{-1}(w) B_n(w) m^{(p+1)}(w) \, dF(w) \]
\[ = e_1 T h^{-1} M^{-1} \text{BE}[m^{(p+1)}(w)] + O_P(h^p). \]

Altogether we have

\[ \sqrt{n} E \left[ \frac{\partial^2 E(Y|X,V)}{\partial X_1 \partial V} - \frac{\partial^2 E(Y|X,V)}{\partial X_1 \partial V} - e_1 T h^{-1} M^{-1} \text{BE}[m^{(p+1)}(w)] \right] = \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \xi_i [R(W_i)]_{1,1}, \]

then we can apply CLT directly for the right-hand side.

Now, let’s check for the order of s.o. \( \hat{f} \). From Masry (1996a,b), we have

\[ \| \hat{\pi} - \pi \|_{\infty} = O_P \left( (\log n/(ng^{d_x}))^{1/2} + g^2 \right). \]

Therefore, \( O(\| \hat{f} - \bar{f} \|_{\infty}^2) = o_P(n^{-1/2}) \) by Assumption 6(i). By a similar argument as in Masry (1996a,b) or Mammen et al. (2012a), we can show that we have \( \| \hat{f} - \bar{f} \|_{\infty} \| \hat{f}^{(v)} - \bar{f}^{(v)} \|_{\infty} = O_P(\log n/(n^2 g^{d_z}h^{d+y})^{1/2}) = o_P(n^{-1/2}) \) by Assumption 6(iii). Therefore, s.o. \( \hat{f} = o_P(n^{-1/2}). \)

To show \( T_{2,n}(\hat{f}) = O_P(n^{-1/2}) \), recall that

\[ T_{2,n}(\hat{f}) = \frac{1}{n} \sum_{i=1}^{n} \frac{\partial^3 E(Y|X_i,V_i)}{\partial X_1 \partial V^2} (\hat{V}_i - V_i). \]

By Lemma A.4 below, we can show that

\[ T_{2,n}(\hat{f}) = E \left[ (V - \hat{V}) \frac{\partial^3 E(Y|X,V)}{\partial X_1 \partial V^2} \right] + o_P(n^{-1/2}). \]

**Lemma A.4:** Under the assumptions of Proposition 1, we have

\[ \sup_{V_1, V_2 \in M_n} \left| \frac{1}{n} \sum_{i=1}^{n} (V_1(X_i,Z_i) - V_2(X_i,Z_i)) \frac{\partial^3 E(Y|X_i,V_i)}{\partial X_1 \partial V^2} - E \left[ (V_1 - V_2) \frac{\partial^3 E(Y|X,V)}{\partial X_1 \partial V^2} \right] \right| = o_P(n^{-1/2}), \]

**Proof of Lemma A.4:** Define \( \Delta_1(V_1, V_2) = [V_1(X_i,Z_i) - V_2(X_i,Z_i)] \frac{\partial^3 E(Y|X_i,V_i)}{\partial X_1 \partial V^2} - E[(V_1 - V_2) \frac{\partial^3 E(Y|X_i,V_i)}{\partial X_1 \partial V^2}]. \)

Then the proof follows closely of Lemma A.5 in Lee (2013), which modifies that of Lemma 1 in Mammen et al. (2012a). We need to verify that Assumption 2 (Accuracy) and Assumption 3 (Complexity) in Mammen et al. (2012a) hold, which are
• (Accuracy) \( \sup_z |\tilde{\pi}(z) - \pi(z)| = o_P(n^{-t}) \) for some \( t \) such that \( n^{-t} = o(h) \).

• (Complexity) There exists sequences of sets \( \mathcal{M}_n \), such that

1. \( \tilde{\pi}(\cdot) \in \mathcal{M}_n \).

2. For a constant \( C_M > 0 \) and a function \( \pi_n \) with \( \| \pi_n - \pi \|_\infty = o(n^{-t}) \), the set \( \mathcal{M}_n = \mathcal{M}_n \cap \{ \pi^*: \| \pi^* - \pi_n \|_\infty \leq n^{-t} \} \) can be covered by at most \( C_M \exp(c_n^{\psi_1} \zeta) \) balls with \( \| \cdot \|_\infty \)-radius \( c*n \) for all \( c*n \leq n^{-t} \), where \( 0 < \psi_1 \leq 2, \zeta \in \mathbb{R} \).

and also \( \psi - \frac{1}{2} (\psi + \zeta) > 0 \), which indicates \( \kappa_1 > 1/2 \) in Lemma A.3 in Lee (2013). As we use local linear regression for \( \tilde{\pi}(z) \), we know \( n^{-t} = o(h) \) by Assumption 6 and we can let \( \mathcal{M}_n \) be the set of functions defined on the compact support of \( Z \) with up to \( \alpha \) order partial derivatives and uniformly bounded by some multiple of \( n^{\psi_1} \) with \( \psi_1 \geq 0 \). Then, by Corollary 2.7.2 in van der Vaart and Wellner (1996), we have \( \psi = \frac{d_z}{\alpha} \) and \( \zeta = \psi_1 \psi \). By choosing \( \psi_1 \) sufficiently small and \( d_z < 2\alpha \), the result holds. \[ \Box \]

We know that \( \tilde{V} - V = -[\tilde{\pi}(Z) - \pi(Z)] \), then

\[
\sqrt{n}T_{2,n}(\hat{f}) = -\frac{1}{\sqrt{n}} \sum_{i=1}^{n} V_i \mathbb{E}_{X_i|Z_i} \left\{ \frac{\partial^3 \mathbb{E}[Y|X,X - \pi(Z_i)]}{\partial X_1 \partial V^2} \right\} + o_P(1).
\]

Altogether, we have by (21),

\[
\sqrt{n} \{ S_n(\hat{f}) - 2e_1^T h^{p-1} M^{-1} \mathbb{E}[m^{(p+1)}(w)] \} = \frac{2}{\sqrt{n}} \sum_{i=1}^{n} \xi_i [R(W_i)]_{t,1} - \frac{1}{\sqrt{n}} \sum_{i=1}^{n} V_i \mathbb{E}_{X_i|Z_i} \left\{ \frac{\partial^3 \mathbb{E}[Y|X,X - \pi(Z_i)]}{\partial X_1 \partial V^2} \right\}
+ \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \left\{ \frac{\partial^2 \mathbb{E}[Y_i|X_i,V_i]}{\partial X_1 \partial V} - \mathbb{E} \left[ \frac{\partial^2 \mathbb{E}[Y|X,V]}{\partial X_1 \partial V} \right] \right\} + o_P(1).
\]

Thus, the desired result follows by the CLT. \[ \Box \]

Let \( m^D(w) = \mathbb{E}(D|W = w) \), the following can be proved in the same way as Proposition 1.

**Corollary A.1:** Under assumptions of Theorem 1, we have

\[
\sqrt{n} \left\{ \mathbb{E} \left[ \frac{\partial^2 \mathbb{E}[D|X,V]}{\partial X_1 \partial V} \right] - \mathbb{E} \left[ \frac{\partial^2 \mathbb{E}[D|X,V]}{\partial X_1 \partial V} \right] - 2e_1^T h^{p-1} M^{-1} \mathbb{E}[m^D_i(X,V)] \right\} = \frac{2}{\sqrt{n}} \sum_{i=1}^{n} u_i [R(X_i,V_i)]_{t,1}
- \frac{1}{\sqrt{n}} \sum_{i=1}^{n} V_i \mathbb{E}_{X_i|Z_i} \left\{ \frac{\partial^2 \mathbb{E}[D|X,X - \pi(Z_i)]}{\partial X_1 \partial V^2} \right\}
+ \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \left\{ \frac{\partial^2 \mathbb{E}[D_i|X_i,V_i]}{\partial X_1 \partial V} - \mathbb{E} \left[ \frac{\partial^2 \mathbb{E}[D|X,V]}{\partial X_1 \partial V} \right] \right\} + o_P(1).
\]
**Proof of Theorem 1:** By Delta method and the results of Proposition 1 and Corollary A.1, we have

\[
\sqrt{n} (\hat{\gamma} - \gamma) = \frac{1}{\mathbb{E} \left[ \frac{\partial^2 \mathbb{E}(D|X,V)}{\partial X_1 \partial V} \right]} \frac{2}{\sqrt{n}} \sum_{i=1}^{n} \zeta_i \left[ R(X_i, V_i) \right]_{t,1} + o_P(1).
\]

Thus by CLT, we have the desired result. ■

**Proof of Corollary 1:** By the proof of Proposition 1 and the fact

\[
\frac{\partial^2 \mathbb{E}(Y|X,V)}{\partial X_1 \partial V} = \gamma \left[ \frac{\partial^2 \mathbb{E}(D|X,V)}{\partial X_1 \partial V} \right] \quad \text{and} \quad \frac{\partial^3 \mathbb{E}(Y|X,V)}{\partial X_1 \partial V^2} = \gamma \left[ \frac{\partial^3 \mathbb{E}(D|X,V)}{\partial X_1 \partial V^2} \right],
\]

it’s easy to see that any additional term caused by generated regressor is cancelled. Therefore, we have the identical result as Theorem 1. ■