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Abstract

This paper demonstrates a method of estimating and testing stochastically singular state-space models using likelihood-based methods. The approach uses dimensionality reduction of the observed data and rotates the model into directions of maximum variance, using the (dynamic) principal component analysis. The model is estimated in the space determined by a range (input space) of principal components. The principal components are then used as observables for transformed model, without any change of its economic structure. The method endogenously determines the structure of measurement errors. The approach can be interpreted as implementing identical principal-component filter to both data and the model before estimation.
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1. Introduction

In paper I propose a method for estimating a stochastically singular model using information on more time series than stochastic shocks in the model. Instead of specifying pseudo-structural shocks or ad-hoc measurement noise processes to link the model to data, I map the model onto a subspace of maximum variance of the data available, using a (dynamic) principal component analysis – (D)PCA. This approach makes use of the dimensionality reduction and the fact that many data sets in economics and finance are readily by large explained by only few static and even less dynamic factors.

A well known (and a bit of extreme) example of a stochastic singular model is a standard real business cycle (RBC) model with only one source of stochastic disturbance – a technology shock. Variability of all variables is driven by one shock. In finance, affine term structure models are stochastically singular, having few factors driving wide set of maturities. This affects seriously a maximum likelihood approach to estimation, as one can use only one observable series for estimation, unless more stochastic shocks are added into the system. The spectral density of model observables is singular, which is not always the case in the data.

I argue bellow that allowing for ‘an error’ in the estimation guided by principal components is more convenient than specifying pseudo-structural shocks or specifying measurement errors.

In order to bring on board information from other time series, I suggest to calculate static or dynamic principal components (factors) of observed data and associated principal angles – directions of maximum variance in the data. After transforming the observable equation of the model, the input to estimation is the number of principal components coincident with the number of stochastic shocks of the model. The use of dynamic principal component provides sharper dissection of lead-lag structure in data, yet commands use of spectral domain methods.

In most cases, the dimensionality reduction amounts to loss of ‘information’ and it depends on the application at hand how much information and at what frequencies is lost, yet a signal-to-noise ratio of the data can increase. The key to understand the method is to understand that it amounts to transforming (filtering) the data and searching in the input space of the transform for a proper parameterization.

I focus on time series analysis, where the source of redundancy is not just contemporaneous correlation, but serial cross-correlation and thus the idea of dynamic principal component analysis (PCA across frequencies) arises quite naturally. The approach is not identical, but related to theory of dynamic factor models.

For instance, even in case of one structural shocks and only first static principal component used the model is makes use of information on all series and their relative variances. Such combination of parameters is sought for that produces dynamics which, when mapped onto a subspace of first principal component, generates the result as much close to the data as possible.

First, I review the problem associated with stochastic singularity and most commonly used solutions. Then I propose a method how to implement dimensionality-reduction parameter and unobserved component estimation in time and frequency domain and explain its properties. Computational experiment
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on parameter estimation and identification follows, before I conclude.

2. Stochastic Singularity and Likelihood-based Estimation

2.1. The Model

I assume a model can be cast in terms of linear, time-invariant state-space form

\[ Y_t = ZX_t \]  \hspace{1cm} (1)

\[ X_t = TX_{t-1} + R\epsilon_t, \]  \hspace{1cm} (2)

where \( X_t \) is a \((n_x \times 1)\) vector of transition variables, \( Y_t \) is a \((n_y \times 1)\) vector of measurement variables (observables) and \( \epsilon_t \) is \((n_e \times 1)\) vector of stochastic shocks, assumed to follow Gaussian distribution, i.e. \( \epsilon \sim N(0, \Sigma_e) \). With no loss of generality, I assume the stochastic dimension of the model is \( n_e \). The form of the model does not specify if \( \epsilon_t \) are structural shocks or measurement errors.

For further reference, we define a spectral density of \( Y_t \) to be

\[ S_{yy}(z) = (1/2\pi) \times S(z)\Sigma_e S(z)^H \]  \hspace{1cm} (3)

with \( z \) being a complex variable \( z = e^{-i\lambda} \), where \( \lambda \in [-\pi, \pi] \) is the angular frequency.\(^2\)

The process \( Y(t) := \{ Y_t \} \) can be rewritten in a form of a moving average representations \( Y_t = S(L)\epsilon_t \) with \( S(z) = \sum_{i=0}^{\infty} S_i z^i \).

Due to equivalence of time-domain and frequency-domain (spectral) analysis of time series, the \( k \)-th order autocovariance of \( Y(t) \) process is given by

\[ \Gamma_k^Y = \int_{-\pi}^{\pi} S_{yy}(z)e^{-ik\lambda} d\lambda. \]  \hspace{1cm} (4)

2.2. Stochastic Singularity

Stochastic singularity is best understood by investigating \( S_{yy}(z) \), with diagonal square matrix \( \Sigma_e \) and \((n_y \times n_y)\) matrix polynomial \( S(z) \). Stochastic singularity implies that the spectral density matrix \( S_{yy}(z) \) is rank-deficient at almost all frequencies.

For maximum likelihood estimation (MLE) or a Bayesian likelihood-based estimation one requires that \( n_e \geq n_y \), i.e. one cannot use more observables than is the stochastic dimension of the model. When \( n_e < n_y \), given any state \( X_{t-1} \), it is impossible to find \( \epsilon_t \) that would be able to explain data, \( Y_t \).

Not only likelihood-based estimation is affected by stochastic singularity, but any other estimator. In case methods of moments estimation one can employ more time series than stochastic rank, but there is only a limited set of moments that are linearly independent – the number of estimable parameters is limited to number of moment conditions.

---

\(^2\)Given a matrix \( A \), I denote \( A^H \) to be its conjugate-transpose.

Common solutions of the singularity problem. The issue is not knew and it is well known. Sargent (1989) solved the problem by augmenting the model with ‘measurement errors’, which can be interpreted as noise in releases of the statistical office, for instance. Altug (1989) estimates a real business cycle (RBC) model driven by one shock by augmenting variables with uncorrelated measurement errors and explicitly acknowledges models implicit factor structure. In case of uncorrelated, zero-mean measurement errors all cross-correlations between the data are in principle unaffected, but their respective variances are not.

Ireland (2004) follows Sargent (1989) but makes the measurement errors serially correlated, constructing thus a hybrid model where ad-hoc dynamics could potentially explain a lot of data dynamics and seriously affect estimation of ‘structural’ model’s parameters and render the underlying economic model uninteresting.

Ingram, Kocherlakota, and Savin (1994) solve the stochastic singularity by adding structural shocks with economic interpretation. This approach may, however, lead to proliferation of pseudo-structural shocks in order to make use of multiple time series for the analysis. Further some shocks then seriously affect the explanatory power of the model, e.g. various cost-push shocks used in presence of high-frequency variation in the price data are mostly used to explain the erratic high frequency movement, but have often non-trivial medium-frequency response in other real economic variables, that need to be counteracted with other shocks to ‘fit’ the data. Fitting high frequencies with misspecified shocks can also lead to severe bias of inflation persistence estimates. Essentially one can obtain a purely conditioned state estimation problem.

In addition, evidence from principal component analysis of data in many fields, including economics and finance suggest that only relatively small number of principal components is needed to explain most of the data variance. A chance of needing large variety of shocks is thus small.

Measurement errors approach is chosen often also in finance, see e.g. Piazzesi (2010, Sect. 6.1.) for a discussion of stochastic singularity in relation to affine term structure models and its problematic nature.

2.2.1. Problem of using measurement errors as a solution

Are there any problems of estimating structural parameters using measurement errors? Yes, there are – both in terms of economics and estimation properties.

In dynamic macroeconomics models the decision between structural shocks and measurement errors is absolutely crucial from theory point of view. An improper choice of measurement error can have vast consequences, e.g. adding a measurement error to growth rate of a variable can lead to divergence in levels of the observed data and the model concept of a variable. Another example is the measurement error on exports and imports, creating a distorted view of trade balance, etc. In case of cross- or auto-correlated measurement errors, see Ireland (2004) the particular structure seriously affects parameter estimates.

In finance, namely in term structure models stochastic singularity and measurement error solution is a big issue, see e.g.
Piazzesi (2010), Hamilton and Wu (2011) or insightful comment on measurement errors by Sims (2003).

Affine models of term structure convey the theory that there is a small number of driving forces (factors) that drive the yield curve. Augmenting selected or all maturities with a stationary process for a measurement error is far from innocent – are these serially correlated, are these correlated across maturities, etc?

Sims (2003, pp. 502) comments: “Identification . . . requires that we find a way to distinguish a priori the properties of the measurement error process from that of the process for the unobserved component that satisfies the theory. Because the theory is precisely not about the measurement error, however, we have little guidance as to what to assume about its properties. . . . And continues: Is the “error” to be interpreted as reflecting failure of no-arbitrage conditions, so that its existence implies arbitrage opportunities?”

3. Dimensionality Reduction and Directions of Maximum Variance

I assume that there are observed data \( \{Y_t\}_{t=1}^T \) of dimension \( n_r \), corresponding by its structure to model variables in \( Y_t \). Ideally, one would like to use all data for estimation, but only number smaller or equal to stochastic rank \( n_s \) of the model can be actually used in likelihood-based estimation.

I consider using dimensionality reduction to facilitate the estimation and analysis of models with stochastic singularity, i.e. transformation of the model (rotation) of the model into a smaller dimensional space from which the original information can be reconstructed with no or ‘minimal’ loss.

Specifically, I consider rotating the model in the direction of maximum variance using non-parametric principal component analysis. Given the redundancy in the model, the dimensionality-reduction approach explores redundancy in the observed data. Bellow, the static and dynamic principal components are used with different implications and interpretation of the stochastic singularity.

Principal component analysis is well established in multivariate analysis. In the data without temporal structure, the contemporaneous cross-correlation is a source of redundancy. In case of time series, the additional potential for redundancy stems from temporal cross-correlation. For a \((n_r \times 1)\) process \( Y(t) \) I consider situations when either a matrix transformation \( P \) or filter transformation \( P(L) \) of the form

\[
F_t = PY_t, \quad \xi_t = P(L)Y_t, \quad \text{with } P(z) = \sum_{l=-\infty}^{\infty} P_l z^l
\]

is appropriate for finding components \( F_t \) or \( \xi_t \), where sub-vectors can be used for parameter estimation of the structural model. Using a contemporaneous transformation \( F_t = PY_t \) is easier to implement.

Consider a well-known example, a simple process \( U(t) \) driven by serially uncorrelated stationary process \( v(t) \sim N(0, \sigma^2) \)

\[
U_t = \begin{bmatrix} v_t \alpha v_{t-1} \end{bmatrix}, \quad \Gamma_U = \begin{bmatrix} \alpha^2 & 0 \\ 0 & \alpha^2 \sigma^2 \end{bmatrix}, \quad \Gamma_U^{-1} = \begin{bmatrix} 0 & 0 \\ \sigma^2 & 0 \end{bmatrix}.
\]

with rank-deficient spectral density \( S_U(\lambda) \)

\[
S_U(\lambda) = \begin{bmatrix} 1 & \alpha e^{-i\lambda} \\ \alpha e^{i\lambda} & \alpha^2 \end{bmatrix}
\]

see Pourahmadi (1994) for further discussion of existence conditions for reduced-rank transform \( P \).

This simple example demonstrates clearly the difference between a static rank of the process, determined by rank of its covariance matrix and dynamic stochastic rank of the processes as a rank of spectral density.

There is an established literature on relationship of dynamic factor models and principal component analysis, see e.g. Forni, Hallin, Lippi, and Reichlin (2000) and Bai and Ng (2007). In terms of this literature in the example above (6)–(7) a process \( v(t) \) would be interpreted as dynamic factor and \( U(t) \) is irreducible static factor in this specific case.

It is important to understand that I do not suggest to identify a factor model or a dynamic factor model. I propose to use as many principal component of the observed data as there are stochastic shocks (or less) and essentially estimate the models using the information in sample spectral density of the data.

4. Rotating the Model in a Maximum Variance Direction

This section demonstrates how to use dimensionality reduction for estimation of structural parameters of a state-space model.

4.1. Subspace of ‘Static’ Principal Components

I am searching for ‘best’ contemporaneous (static) transformation \( P \) that will allow to capture as much information in the data as possible with a set of orthogonal components. There are multiple options and I will work with principle component analysis (PCA).

Let the observed data vector be \( Y_t \), then it’s sample covariance matrix \( \Sigma_Y \) and the data can be decomposed into \( k \leq r \) principal components where \( r \) is a static rank of the data, i.e.

\[
\Sigma_Y = PA P', \quad r = \text{rank}(\Sigma_Y),
\]

where \( P, A \) denote matrix of eigenvectors and diagonal matrix of eigenvalues, respectively.

I define \( P^k \) to be a projection matrix on a subspace spanned by \( k \leq r \) first principal components of the data, hence

\[
F^k_t = P^k Y_t, \quad \hat{Y}_t = P^k P^k Y_t = P^k P^k Y_t
\]

where \( F^k_t \) is \((k \times 1)\) vector and \( P^k \) is \((k \times n_r)\) projection matrix. \( \hat{Y}_t \) is a ‘recovered’ signal based on low-rank dimensional transform.

It is feasible to view the process as applying a PCA-filter. The error of approximation \( e_t = Y_t - \hat{Y}_t \) has a spectral density \( S_e(\lambda) = L S_Y(\lambda) L' \) where \( L = (I - P^k P^k) \). Understanding

\footnote{Pourahmadi (1994) demonstrates that for a rank-degenerate stationary process a contemporaneous transform \( P \) produces a lower-dimensional full-rank time series only if the canonical correlation between past and future of the series is smaller than one, i.e. the spectral density rank is constant and the range of the spectral density is constant across frequencies.}
this PCA-filter induced determination of ‘measurement errors’ is crucial as it is important not to shuffle the assumption under the rug.

For $k = 1$, for instance, the projection in a direction of the first principal component, direction of maximum variance, is just a weighted average of available observables and $F_{1,t}^k$ is a univariate time series.

**Model Rotation in Directions of Maximum Variance.** Having extracted at most $k = n_c$ principal components from the data, I condition the estimation of the model on $k$ and $P^k$. The models observables are projected onto subspace of $k$ principal components and the model is thus given by

$$
F_{5,t}^k = K X_t, \quad X_t = T X_{t-1} + R \varepsilon_t,
$$

where $F_{m,t}^k = P^k Y_t$, with dim$(F_{5,t}) = k \leq n_c$, and $K = P^k Z$, which is $(k \times n_c)$. The observables for the conditional likelihood-based estimation, conditional on $k$, are the $k$ principal components associated with the data $Y_t$.

Essentially, one would include first $k$ principal components, as these are determined by orthogonal directions in decreasing order of data variation, but any combinations of principal components is possible, if it provides sharper identification of the model’s parameters.

The likelihood of the model can be expressed in terms of observable non-singular components $F_{5,t}^k$, conditioned on $\Phi = \{k, P\}$

$$
\log \mathcal{L}(\{F_{5,t}^k\} | \Phi) = - \frac{1}{2} \sum_{t=1}^{T} \left[ k \log 2\pi + \log |\Sigma_{t-1}| + v_{t}^{-1} \Sigma_{t-1}^{-1} v_{t} \right],
$$

with $v_t$ being the prediction-error with Kalman filter implementation of the likelihood.

It is important to recall several key characteristics of PCA. First, it is a non-parametric algorithm. Second, principal components are mutually orthogonal. Third, principal components are not defined uniquely, only the associated sub-space is uniquely defined. Finally, PCA is very sensitive to units of measurement, i.e. scaling.

The sensitivity to scaling is not likely to be an issue in the current context as long as one takes care that the units of the data and of the model agree, which is key in case of any estimation procedure. Obviously, some data transformation may result in loss of identification on some parameters, e.g. detrending.

Finally, the method of ‘static’ principal components is only one of the possible choices of arriving at a transform $P$. A method closely related to it and to the next section is to follow Forni, Hallin, Lippi, and Reichlin (2005) and use a projection matrix as a result of generalized principal component on a factor space obtained by a dynamic principal components of Brillinger (1981), that takes more into account serial correlation of the series.

### 4.2 Space of Dynamic Principal Components

In the previous section I introduced computationally very simple rotation of the model using a contemporaneous transform $P^k$ in a direction of static principal components obtained using eigenvalue decomposition of contemporaneous covariance matrix.

Importantly, there is another space that the model can be mapped to – space of dynamic principal components. This method should in principle capture the dynamic correlations among the components of $[Y_j]_{t=1}^T$ more efficiently, see Brillinger (1981) and Forni et al. (2000).

Let’s denote $(k \times 1)$ vector $F_{D,t}$ be the vector of dynamic principal components obtained using a projection matrix polynomial $P^k(z)$ if

$$
F_{D,t}^k = P^k(L) Y_t, \quad \hat{Y} = P^k(L) F_{D,t}^k, \quad P^k(z) = \sum_{i=-\infty}^{\infty} P_i^k z^i.
$$

The major difference between (9) and (12) is that dynamic principal component are not simply a weighted average of contemporaneous elements of $Y_t$, but can involve their leads and lags to account for dynamic relationships.

The state-space model can be rotated in direction of $k$ dynamic principal component redefining as

$$
F_{D,t}^k = P^k(L) Z X_t, \quad X_t = T X_{t-1} + R \varepsilon_t.
$$

In case of finite order matrix-valued polynomial $P^k(z)$ it is very easy to expand the state-space of the model and put the model into standard form and carry on with the analysis using dynamic factors $[F_{D,t}]_{t=1}^T$ implied by the data, conditioning on $k$.

In general $P^k(z)$ may not be finite, hence approximation is needed in time domain to calculate factors and the model state-space form. A more convenient approach is to stick to frequency domain.

**Mapping the model in direction of dynamic principal components.** Following Hannan (1970), inter alia, the Gaussian log-likelihood can be approximated using Whittle-likelihood in frequency domain

$$
\log \mathcal{L} \propto - \frac{1}{2} \sum_{j=0}^{T} \log |\mathbf{S}_F(\lambda_j)| - \pi \times \text{tr} \left[ \mathbf{S}_F(\lambda_j)^{-1} \mathbf{I}_g(\lambda_j) \right],
$$

evaluated at $\lambda_j = 2\pi j / T$, where $\mathbf{I}_g(\lambda) = P^k(\lambda) \mathbf{I}_g P^k(\lambda)^H$ is a periodogram of $Y_t$ and $\mathbf{S}_F(\lambda) = P^k(\lambda) \mathbf{S}_F(\lambda) P^k(\lambda)^H$ is a spectral density of model observables after applying DPCA-filter $P^k(L)$. Note that except special degenerate cases $(k \times k)$ matrices $\mathbf{S}_F(\lambda)$ is full rank for almost all frequencies $\lambda$.

Dynamic principal component filter is obtained using a procedure proposed by Brillinger (1981, Ch. 9, Theorem 9.3.1). The problem is to determine $(k \times n_c)$ linear filter $P^k(L)$ and
The estimation in frequency domain is very flexible and fast. The only nuisance of the procedure suggested is the estimation error arising from (12).

Given an estimate of \( (n_x \times n_x) \) spectral density matrix \( S_y(\lambda) \) of \( y(t) \) and its eigenvalue (spectral) decomposition

\[
S_y = V(\lambda) \Lambda(\lambda) V(\lambda)^H
\]

frequency-domain filter \( \hat{P}^\delta(L) \) is given by first \( k \) (out of \( n_x \)) transposed conjugates of eigenvectors \( V(\lambda)^H \), i.e. first \( k \) rows of \( V(\lambda)^H \). It follows that \( \hat{P}^\delta(L) = P^\delta(L)^H \) from symmetry of spectral density matrix. Coefficients of \( P^\delta(L) \) result from an inverse Fourier transform of \( \hat{P}^\delta(L) \) as these are Fourier pairs.\(^4\)

In case of dynamic principal components the analogy with pre-filtering is much clearer — original data and the model are both transformed using a DPCA-filter \( P^\delta(L) \). The ‘measurement’ error \( \varepsilon_t \) has zero mean and spectral density given by

\[
S_\varepsilon(\lambda) = [I - A(\lambda)] S_y(\lambda) [I - A(\lambda)]^H,
\]

where \( A(\lambda) = \hat{P}^\delta(L) \Lambda(\lambda) \) is the ‘purifying filter’.

The estimation in frequency domain is very flexible and fast. The only nuisance of the procedure suggested is the estimation of unobserved variates \( [\hat{X}(t), \varepsilon(t)] \) associated with stochastically singular system (1) as convenient Kalman filter recursions are not available, unless it is possible to truncate the filter or when it converges ‘sufficiently fast’. Unobserved variables implied by the singular model can be estimated using the dynamic principal filter and Wiener-Kolmogorov theory by employing spectral densities of the unobservables \( S_x(\lambda) \) and model-implied dynamic principal components \( S_P(\lambda) \), see e.g. Whittle (1983) on details about projection on finite sample. In case of doubly-infinite sample a relationship

\[
\hat{X}_t = \Omega(L) P^\delta(L) Y_t, \quad \Omega(z) = S_{X,P,z} S_{P,z}^{-1},
\]

where \( S_{X,P,z}(\lambda) \) is cross-spectral density matrix and \( S_{P,z}(\lambda) \) is spectral density matrix implied by the parameterized infinite-dimensional state-space model (13).

### 5. Controlled Experiments

The purpose of controlled experiments is to test if the method provides sufficient identification and delivers more precise parameter estimates, than using limited number of time series.

I consider first a simplistic stochastic process with a factor structure and simple version of the dynamic general equilibrium model as a data generating process for testing the procedure.

#### 5.1. Simple stochastic process

The most simple setup is a stochastic process defined as

\[
x_t = \rho_x x_{t-1} + \varepsilon_x
\]

\[
u_t = \rho_u u_{t-1} + (1 - \rho_u) \varepsilon_{u,v} x_t,
\]

where I assume that \( \rho_x = 0.9, \rho_u = 0.4 \) are known (conditioned upon) and try to estimate only the parameter \( \alpha_{s,w} \) taking a true value of \( \alpha_{s,w} = 0.4 \). The setup is very simplistic. The parameter is not identified when only \( x_t \) is observed and can be estimated using only \( u_t \). The results using a dynamic principal component filter suggest that the estimate has smaller standard error than estimates using \( u_t \) only. Based on a sample of \( T = 200 \) and \( N = 600 \) replications, using the Bartlett kernel with window lag \( M = 20 \) (not optimized) the distribution of the estimate is depicted at Fig. 1.

![Figure 1: Distribution of estimates \( \hat{\beta}_{s,w} \)](image)

5.2. Simple dynamic economic model

The model is a one sector real business cycle model in a decentralized version, with representative households and firms. Households derive the utility from habit adjusted consumption \( C_t \) and suffer disutility from work \( L_t \) and rent their capital stock \( K_{s,t} \) and labor \( L_t \) to labor unions and firms at competitive prices \( \lambda_{s,t} \) and \( W_t \). Profits of trade unions and monopolistic final good firms aggregates into total profits \( \Pi = \Pi^U + \Pi^F \). In order to accumulate the capital stock household buy investments \( J_t \). Household \( j \) maximizes their lifetime utility subject to their budget constraint

\[
\Pi_j = \|b_0 \sum_0^\infty \beta^t \Pi(C_t, L_t)
\]

subject to

\[
P_j C(i_{t-1}) + P_j J(i_{t-1}) + B(i_{t-1}) = \phi \sum_{i_{t-1}}^\infty \Pi^P_{1+}\]

Monopolistically competitive final good firms rent labor from trade unions at wage rate \( V_t \) and capital stock from household, facing quadratic adjustment costs of re-setting the price of the good. The firm maximizes \( \Pi^P = \Pi^U + \Pi^F \) subject to demand for their goods based on usual CES aggregate, with elasticity of substitution among individual varieties

\[
\Pi^P = \Pi^U - \Pi^F \Pi^U
\]

where I assume that \( \rho_x = 0.9, \rho_u = 0.4 \) are known (conditioned upon) and try to estimate only the parameter \( \alpha_{s,w} \) taking a true value of \( \alpha_{s,w} = 0.4 \). The setup is very simplistic. The parameter is not identified when only \( x_t \) is observed and can be estimated using only \( u_t \). The results using a dynamic principal component filter suggest that the estimate has smaller standard error than estimates using \( u_t \) only. Based on a sample of \( T = 200 \) and \( N = 600 \) replications, using the Bartlett kernel with window lag \( M = 20 \) (not optimized) the distribution of the estimate is depicted at Fig. 1.
The productin function available to every firm is a standard Cobb-Douglas one with labor-augmenting technology shock \( Z_t \):

\[
Y_t = k^\alpha [Z_t L_t]^{1-\alpha}.
\]

The labor augmenting technology shock \( Z_t \) is assumed to be stationary AR(1) process defined by \( \log Z_t = \rho \log Z_{t-1} + \epsilon_t \), where \( \epsilon_t \sim N(0, \sigma^2_\epsilon) \).

Labor unions solve analogous problem as final good firms with the instantaneous profits given by

\[
\Pi(u_t) = V_i L(u_t) - W_i L(u_t) - V_i \frac{\pi(u_t)^\rho}{\pi_{t-1}^{\rho}} - 1 \right)^2,
\]

where \( L(u_t) \) denotes the variety sold by a particular trade union branch and \( L(u_t) \) is a demand of the branch of the hours worked by households.

Aggregation implies that \( k_t = K_{-1} \). The functional form of momentary utility is chosen to imply separability of consumption and leisure and would not be consistent with balanced growth expansion of the economy.

\[
\mathcal{U}_t = \frac{C_t - hC_{-1}}{1 - \sigma} - \chi \frac{L_t^{1+\eta}}{1 + \eta}.
\]

I assume perfectly competitive financial sector which can be source of financial shock due to intermediation and risk-preference changes, giving rise to interet rate premium \( \zeta_t \) on top of the central bank policy rate that serves as marginal refinancing cost for financial intermediary, hence

\[
i_t = i_t^\zeta_t
\]

The policy rule determines the central bank nominal interest rate

\[
4 \log i_t = \rho_1 \log i_{t-1} + (1 - \rho_1) \log i_e + \rho_\pi \pi^\tau_{t+3} / \pi_{t+3}.
\]

i.e. monetary policy targets year over year inflation forecast deviation from the target three periods ahead.

The parameter vector of interest consists of eight parameters and is defined as \( \theta = \{\alpha, \beta, \sigma, \eta, \delta, \rho, \sigma^2_\epsilon\} \). The parameter \( \chi \) is always chosen to keep agents working constant portion of time endowment in a steady state. True values for data generating process are in Tab. 1.

The model is solved by log-linearization in the vicinity of a deterministic steady state.

5.2.1. Design of the Experiment

For the dynamic model I use the following set of six observed variables: \( c_t, j_t, y_t, i_t, \pi_t, \pi^\tau_t \) with the model having up to three stochastic innovations \(-u_{it}, u_{it}^{\text{prem}}, u_{it}^{\text{fin}}\) to stationary TFP, risk premium and government spending.

I design a controlled experiments as follows. A data generating process (DGP) is simulated for \( T = 100 \) periods using true parameter values, with \( N = 200 \) replications. For each replication a projection matrix \( P^k \) is calculated, though the DGP implies a distribution for elements of \( P^k \).

Variables are measured in percentage deviation from a steady-state and I consider observing the following: (i) output, (ii) consumption, (iii) investment, (iv) hours worked, (v) real wages and (vi) rental rate. Inclusion of the capital stock, a slow moving state variable, is analyzed separately. A PCA-conditioned estimation is contrasted with estimation using only data for consumption.

I check the identification of the parameters first. For each case I calculate Fisher Information Matrix (FIM) for the model evaluated at true parameter values and evaluate its condition number and implied standard errors of classical estimate. The lower the condition number, the smaller is the degree of identification of the model, given particular set of observables, see Andrle (2010), inter alia.

Second, I construct a grid for the parameter space, which includes a true parameter value.

6. Results

First, I discuss the results of simulation experiment and check identification of the parameters. Second, I use macroeconomic data from th United States to demonstrate (a well known) fact that it has very parsimonious factor structure, indicating the usefulness of the method.

6.1. Simulation Results

7. Conclusion

This paper suggest a method of estimating parameters in stochastically singular models.
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8. Appendix

8.1. DGE Model Formulation

The model is a simple dynamic general equilibrium model of a closed economy with simplistic financial sector, whose only role is to introduce risk premium into the lending rate. I omit capacity utilisation and other features used in business cycle literature for the sake of simplicity.

\[
\hat{c}_t = \frac{h}{1 + h} \hat{c}_{t-1} + \frac{1}{1 + h} \hat{c}_{t+1} - \frac{1 - h}{1 + h} \sigma \hat{r}_t
\]
(30)

\[
\hat{q}_t = \hat{s}(\hat{J}_t - \hat{J}_{t-1}) - \beta \hat{s}(\hat{J}_{t+1} - \hat{J}_t)
\]
(31)

\[
\hat{q}_t = -\hat{r}_t + (\hat{A}/\hat{r})\hat{A}_{t+1} + [(1 - \delta)/\hat{r}]\hat{q}_{t+1}
\]
(32)

\[
\hat{K}_t = (1 - \delta) \hat{K}_{t-1} + \delta \hat{J}_t
\]
(33)

\[
\hat{y}_t = \frac{C}{Y} \hat{c}_t + \frac{J}{Y} \hat{q}_t + \frac{G}{Y} \hat{g}_t
\]
(34)

\[
\hat{y}_t = \alpha \hat{k}_t + (1 - \alpha)[\hat{Z}_t + \hat{L}_t]
\]
(35)

\[
\hat{k}_t = \hat{K}_{t-1}
\]
(36)

\[
\hat{v}_t = \hat{r}mc + \hat{y}_t - \hat{L}_t
\]
(37)

\[
\hat{\lambda}_t = [c/\hat{r}(1 - h)] \times [\hat{c}_t - hc_{t-1}]
\]
(38)

\[
-\eta \hat{L}_t = \hat{\lambda}_t + \hat{w}_t
\]
(39)

\[
r_t = \hat{i}_t - \pi_{t+1}
\]
(40)

\[
\hat{\pi}_t = \beta_1 + \beta \hat{\pi}_t + \xi \hat{\pi}_{t+1} + \xi \hat{\pi}_{t-1} + \kappa \hat{r}mc_t
\]
(41)

\[
\hat{\pi}_t = \hat{\pi}_t + \hat{w}_t - \hat{\pi}_{t-1}
\]
(42)

\[
\hat{r}_t = \frac{\beta}{1 + \beta \hat{\xi}_p} \hat{r}_{t+1} + \frac{\hat{\xi}_p}{1 + \beta \hat{\xi}_p} \hat{r}_{t-1} + \kappa \hat{r}mc_t
\]
(43)

\[
\hat{h}_t = \frac{\beta}{1 + \beta \hat{\xi}_w} \hat{h}_{t+1} + \frac{\hat{\xi}_w}{1 + \beta \hat{\xi}_w} \hat{h}_{t-1} + \kappa \hat{w}_t - \hat{\pi}_t
\]
(44)

\[
\hat{h}_t = \hat{r}_t + (\hat{w}_t - \hat{\pi}_{t-1})
\]
(45)