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Abstract:

Both the introduction and the exclusion of expert evidence can lead to biases in the factfinders’ decision making process, leading to errors in verdicts.  This article evaluates different types of jury errors that may result from either the introduction or exclusion of such evidence and the different errors that result depending on the standard of proof required in criminal vs. civil vs. administrative rulemaking cases.  Results show that, to preserve the different social weights attached to different standards of proof in these cases, the standard of proof for admitting scientific evidence should also differ.  In particular, burdens of proof for evidence on the part of prosecutors/plaintiffs should be more stringent in criminal vs. civil vs. administrative suits, and vice versa on the part of defendants.  A limited review of cases seems to support the notion that judges are more lenient in administrative cases and somewhat more stringent in criminal cases, whereas admission in civil cases remains in quite disarray.  The latter is especially interesting since, at least in terms of jury bias, judges should be least concerned about either type I or type II errors resulting in such cases, and should thus be less concerned with applying stringent tests.  
I.
Introduction:  


Most observers believe that the Federal Rules of Evidence (FRE) 702 rule applying to expert witness testimony has led to more stringent standards being applied to proffered expert testimony since the Daubert trilogy of cases
 and the 2000 Amendments to FRE 702  (c.f. Reisel, 2008; Bernstein, 2008).    This is despite the fact that the opinion in Daubert, and the notes to the 2000 Amendment to FRE 702, explicitly state that the rule was intended to give greater flexibility to the trial judges in determining admissibility than would be the case under the Frye standard of “general acceptance” in the relevant scientific community (Frye v. United States, 293 F. 1013, 1014 (D.C. Cir. 1923).   It is difficult to know whether the proportion of cases where expert testimony is excluded has actually increased, because it appears that the use of expert testimony has also increased dramatically, particularly in civil trials (c.f. McGarity, 2005 and papers cited therein).  Additionally, a survey of judges undertaken by the Federal Judicial Center (FJC) in 2000 indicated that most judges felt that they have both ruled on more motions and have excluded more testimony (FJC, 2000).  

Much of the academic debate, and the crux of much of the appealed cases, has centered on reliability of the evidence, rather than qualifications of the expert or relevancy of the evidence, though both these issues arise concurrently in many reliability cases (Herrera & McConnell, 2008).  There are two main arguments for courts to scrutinize reliability, jury competence and bias and adversarial bias.  Jury competence and bias focuses on the jury’s ability to understand the complex reasoning often involved in expert testimony, and the resulting biases that might result if the jury misperceives the credibility of the expert witness, in particular, for placing too much weight on the expert’s testimony (c.f. Vidmar, 2005 for both competence and bias).  Adversarial bias focuses on the “hired gun” problem; that is, the tendency for litigant’s to proffer expert testimony that tells “their side” of the story, so that the evidence admitted is itself biased (c.f. Bernstein, 2008; Froeb & Kobyashi, 2001).  In this paper, I will focus on the first rationale, jury bias.  

The thesis of the paper is that because society weights type I and type II errors differently in criminal and civil suits – as reflected in their differing burdens of proof   Administrative cases are subject to the same burden of proof as civil cases; however, many agencies are charged with reducing the risk of harm.  As argued below, this is akin to lowering the burden of proof required to sustain an action vis-à-vis the case where an agency must show that certain activities definitely cause certain injuries.  Thus, for the convenience of the graphical analysis, I will conflate the element of administrative regulations which characterizes proof required with the standard of proof.


However, if the rules of scientific evidence are to preserve the underlying the social weights attached to different errors in different cases, the standard of proof required for admission of such testimony ought to be tailored to the different burdens of proof (or elements establishing strength of causation required in administrative cases).  As captured in the graphical analysis in section 2, this is due to the nature of jury bias and to the potential bias inherent in excluding evidence.  The analysis indicates that courts should be more lenient in admitting plaintiff/prosecution evidence in administrative vs. civil vs. criminal cases, and scrutinize more carefully evidence admitted on behalf of defendants in administrative vs. civil vs. criminal cases.  Section 3 presents limited evidence on how the standard for reliability is applied, and considers specific cases that highlight issues captured in the graphical analysis of section 2.  The fourth section concludes.

II.
Standards of Proof and Type I and Type II Errors


As is well known from the statistical literature, there is a trade-off in minimizing type I and type II errors
 when choosing the levels of statistical significance (c.f. Park, 2004, which also contains very nice graphs).  Specifically, setting a higher standard for rejecting the null hypothesis reduces the probability of type I errors, but increases the probability of type II errors.  Thus, a higher standard of proof will lead to lower type I errors but greater type II errors.  Type I errors in criminal cases are generally held to be more costly than type II errors, because of the moral wrong of convicting an innocent person, and because the costs associated with incarcerating a person wrongly are generally considered higher than letting a guilty person remain free (Posner, 2001; Blackstone, 1769).  This is reflected in the higher standard of proof of guilt “beyond a reasonable doubt” in criminal cases.  In civil cases, the attachment of moral blameworthiness is largely absent and, thus the costs of the errors are considered of equal weight (Posner, 2001).  By construction, type II errors are accorded more weight in civil versus criminal trials.  In contrast, the case of administrative regulations that are based on explicit statutory authority to prevent harm, type II errors tend to be weighted relatively more heavily (Herrera & McConnell, 2008).  In an agency enforcement suit, for instance, a type I error means that an innocent company is penalized, and a type II error means that a guilty company is not penalized for violating agency regulations.  In challenges to agency inaction, a type I error would impose rulemaking activity on the part of the agency, which may well lead to expensive rules being imposed that do not alleviate any harm.  However, a type II error means that no additional action by the agency will be undertaken, with potentially large damages accruing to a large number of citizens.  Thus, the weight of type II errors, by the very nature of “preventative” measures, will be weighed more heavily than type I errors.  
Reliability of evidence, however, is assessed by the “preponderance of the proof” standard (FRE 702, Advisory Committee Notes, 2000 Amendment, citing Bourjaily v. U.S., 483 U.S. 171(1987)).  As stated in the Advisory Committee notes to the 2000 Amendment, reliability is broadly defined; including not only the non-exhaustive list of Daubert factors (Daubert at 1175), but other considerations such as whether the expert has “unjustifiably extrapolated from an accepted premise to an unfounded conclusion” (General Elec. Co. v. Joiner, 522 U.S. 136, 146 (1997)), and whether or not the expert has adequately accounted for obvious alternative explanations (Claar v. Burlington N.R.R., 29 F.3d 499, 505 (9th Cir. 1994)).  Thus, the legal definition of reliability is a decidedly “fuzzy” concept.   In the statistics literature, reliability is most often associated with determining the probability of failure in an engineering sense over time (Soong, 2004).  For our purposes, the concept of accuracy in statistics is more closely related to reliability in the legal sense, and accuracy is a function of bias and precision (O’Sullivan and Rassel, 1995).   In most litigation, expert evidence refers both to a “general” component, based on evidence of population estimates (usually by sample) of the potentially harmful substance in question; and to specific evidence, based on measurements at the specific site in question in the litigation.  Thus, accuracy of the estimates of the underlying population distribution is distinct from accuracy of measurement at a particular site.  A number of authors have discussed the need to make this distinction in the legal context (c.f. Barnes, 2001)
.
The term jury “bias” encompasses a broad category of incorrect interpretations of the evidence than the term implies in a statistical sense.  For ease of exposition, in the following, I will use the term “jury bias” to indicate all of the different types of potential errors in evaluating the evidence by the jury.  I begin with graphical representations of possible scenarios that highlight potential jury bias, starting with the simplest representation and considering more complex scenarios thereafter
.   I consider that the evidence is proffered by the plaintiff/prosecution; due to space limitations, I will only sketch the results when defendant’s proffer their own evidence at the end of this section.  In each scenario, I present probability density functions for the null hypothesis that different levels of a potentially harmful substance are observed when no illegal acts have occurred.  For simplicity, I assume that the judge makes a perfectly informed assessment of the probability density function, and thus that the concern remains that juries presented with the same information would make a biased assessment
.  To motivate discussion, consider a highly stylized scenario where the evidence relates to whether harm has been caused by the release of toxic substances into the ground
.  Both parties agree that the substance is harmful, and thus the only issue is whether or not the defendant released the substance.  The scientist presents evidence that measurements of toxicity in the soil or groundwater if the defendant did not illegally dump substances indicate a mean toxicity is just over 2.   Figure 1 presents the case where both the judge and jury make nearly the same assessment of the mean evidence of the distribution of toxicity, but the jury assesses a much smaller variance than the judge.  Dashed lines correspond to the various one-tailed confidence limits for the judge’s assessment, solid lines correspond to the jury’s assessment.  Figure 1 captures the case where expert evidence is subject to fairly large errors, and the judge is concerned that the jury’s bias leads them to assess the evidence as being far more precise than is the case
.  
Figure 1:  Jury Bias of Reliability:  Smaller Subjective Variability
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In a criminal trial, where the weight of evidence required to prove “beyond a reasonable doubt” is 95%, for example, the jury’s biased assessment would lead them to reject the null hypothesis at a lower measurement than the judge’s assessment.  In Figure 1, any estimate of toxicity greater than 2.8 would lie outside the 95% confidence interval as perceived by the jury; whereas the judge would require a showing of greater than 3.7 in order to reject the null hypothesis that defendant did not illegally dump toxic substances. The jury, then, would be far more likely to make a type I error. On the other hand, there is a much smaller difference if the standard is “preponderance of the evidence”, or >50%, say 51%, and smaller still if the toxicity level is high enough to satisfy a significant risk of harm standard in an administrative case.  In other words, though the jury is more likely to make a type I error in all three types of cases, the potential is increasing in the standard – so that the judge should be particularly concerned with increased type I errors due to jury bias in criminal trials, precisely the types of cases where type I errors are weighted more heavily to begin with.

To illustrate potential for type II errors, consider the case where the alternative hypothesis generates a distribution where 4 is the mean level of toxicity associated with the release of toxic substances.  Figure 2 shows the judge’s assessment of the distributions associated with the null and alternative hypotheses, and Figure 3 shows the jury’s assessment.
Figure 2:  Judge’s Assessment of Evidence of Null and Alternative Hypotheses
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Figure 3:  Jury’s Assessment of Evidenced of Null and Alternative Hypotheses
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Comparing Figures 2 & 3, we can see that when a jury’s assessment of the ability of the scientist to distinguish between harmful and unharmful concentration levels is high relative to the judge’s true assessment, the probability that the jury assigns to type II errors is far lower than for the judge.  The judge, for instance, recognizes a large potential for type II errors at the 51% level, whereas this probability is already quite low under the jury’s assessment, and is very low at the 25% level.  Note that, at the 25% level, though the jury’s assessment leads to a greater probability of committing a type II error, the difference with the judge’s assessed probability is very small, precisely because at such a low standard, type II errors are very small to begin with.  In general, it can be shown that, at least for symmetric distributions, the jury’s biased assessment will lead to greater type II errors as the standard of proof increases.  Though type II errors are weighted more heavily in administrative cases, where the standard of proof is lower to begin with, nonetheless the judge should be least concerned (with this type of) jury bias precisely in these cases.    
These errors must be compared to potential errors from excluding the evidence.  In the extreme case where the expert evidence would be the only evidence presented, then the null hypothesis of no harm will be the outcome.  Type I errors would be impossible, and type II errors would be maximized.  Even where there is other evidence, not admitting the proffered evidence reduces type I and increases type II errors (recalling that the null hypothesis is that the defendant is innocent).   Suppose that the same judge is presiding over both a criminal and civil suit concerning the same incident, and somewhat fancifully, that the plaintiff in the civil suit is simultaneously challenging an administrative regulation that regulates defendant’s actions underlying the suits.  Given the same expert evidence proferred in all three cases, the judge should be least concerned about excluding that evidence in a criminal trial and most concerned about excluding that evidence in an administrative rulemaking case.   

Finally, we consider two more sources of jury bias.  First, there may well be errors around the distribution itself; for instance, the data generating the distribution for assessing toxicity where no illegal dumping has occurred may itself be largely concentrated around a certain level, say the mean, but that fewer datapoints exist at very high and very low levels from which to recover the distribution.  Thus, one might well consider confidence intervals around the distribution itself.  Since more extreme values are likely to be the least well estimated, a potential case is illustrated in Figure 4 below, which gives only the judge’s assessment of the error around the distribution.  Additionally, in the above scenarios, I did not consider the potential error in the measurement at the site itself.  Measurement techniques may themselves be subject to error; this is represented in Figure 4 with confidence intervals around a hypothetical site measurement. To simplify the graph, I have not included the jury assessment; in the worst case scenario, the jury would ignore the both distribution and measurement errors that the judge would acknowledge.
Figure 4:  Errors in the Distribution and Measurement, Judge’s Assessment
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As highlighted in Figure 4, where less data is available at the tails of the distribution, the effect is to widen the potential for both type I and type II errors in criminal and administrative cases.   In this case, however, if the burden of proof were preponderance of the evidence in a civil trial, the errors in the tails would be irrelevant in terms of type I errors.  Nonetheless, there would be greater uncertainty over the probability of type II errors.  Additionally, a site measurement may itself be subject to measurement error; this is captured in the above graph, where the 95% confidence interval around the measurement itself varies from about 3.2 to 3.5.  Again, the jury may perceive the site measurement to be more precisely measured than is actually the case, leading to a greater likelihood of committing both type I and type II errors. 

Returning to reliability, if we characterize reliability by the level of confidence we have that the proffered evidence contributes to the trier of fact’s decisionmaking, then the judge will first be concerned with the error distribution (and whether the distribution itself is imprecisely estimated) as captured in Figures 1 and 4, and by the errors associated with a particular site measurement, also captured in Figure 4.  Finally, the judge will have to consider how well the methodology is able to distinguish between the null and the alternative hypothesis, as captured in Figures 2 & 3.  If the methodology cannot distinguish at all between the null and the alternative (say, no harm versus harm), then the probability density functions of the null and alternative are completely overlapping, and this would truly be “junk” science.  Of course, it would also be irrelevant, as it would not help the factfinder at all, no matter what the burden of proof were in a particular case. However, when moving away from the extreme case, I argue that it is necessary to consider the applicable standard of proof in order to assess reliability if the error structure in decision-making is to be preserved in different cases.  For criminal cases, little weight is given to type II errors, and thus the distribution of the null is “more important” than the distribution of the alternative hypothesis.  Both types of errors are equally weighted for civil cases, so the distribution of both and the degree of overlap between them will be important in assessing reliability.  Type II errors are more heavily weighted in administrative rulemaking challenges, meaning that the overlap of the alternative hypothesis with the null, for a given lower standard of proof, is critical. Additionally, not admitting the evidence minimizes type I errors but maximizes type II errors.  

The above analysis considers only a very simple situation, and only from the point of view of evidence being proffered by the prosecution/plaintiff on one self-contained issue.  A richer analysis would be required to consider evidence proffered by defendants, but the general conclusion is intuitive and opposite to evidence proffered by the prosecution.  Defendant’s should have greater leeway to present evidence in criminal versus civil versus administrative cases.  

Additionally, as stressed in Daubert and the Administrative Notes to FRE 702, the ability of the opposing side to cross-examine the expert witnesses is essential to reducing jury bias in assessing the evidence.  In Daubert, the court wrote:  “vigorous cross-examination, presentation of contrary evidence, and careful instruction on the burden of proof are the traditional and appropriate means of attacking shaky but admissible evidence” (Daubert, 509 U.S. at 596).  Very new, or “cutting edge” methodologies would be very difficult to cross-examine.  In some cases, “dueling testimony” may also help to clarify the strengths and weaknesses in both parties’ evidence, but it may also lead to jury confusion (Froeb & Kobyashi, 2001).

Far more complexity in the analysis is introduced by multiple pieces of scientific evidence, where assumptions and inferences must be made to move from one link to the next.  Where the multiple pieces essentially “stand alone” – or are independent of eachother – the compound error rate may not differ significantly from the underlying pieces.  However, where subsequent pieces build on previous evidence, the compound error structure is likely to be very complex and increasing in the number of links
.  In many of the appellate cases reviewed, the judges were particularly concerned with methods of extrapolation and with errors in underlying parameters used to baseline model estimates; the skepticism is well warranted given the fact that, in many cases, there is simply no way of knowing the compound error structure.

To summarize, if the judge’s gatekeeping role is to minimize trial error costs while at 
the same time not stepping too heavily on the “jury’s role” of weighing the evidence, the judge should be most concerned where 1) the variance of the proffered evidence is large or unknown (both general (population) and specific (site-specific measurement)), 2) the evidence is difficult to cross-examine, and 3) with multiple links in the scientific evidence chain, the compounded error structure increases exponentially, or is simply unknown.   The potential for type I and type II errors in the trial outcome, however, differs depending on the standard of proof for the charge or claim. The standard of proof for proffered evidence, however, is a preponderance of the evidence standard in all cases.  If applied accordingly, both criminal and administrative trial outcomes should exhibit more errors versus civil case outcomes; criminal cases because too much information would be admitted and administrative cases because too little information would be admitted on the part of the prosecution/plaintiff and the reverse for the defendant.
Of course the same evidence is rarely presented in all three types of cases, and even if so, the elements and “links in the causal chain” are likely to differ amongst cases.  Testing the hypotheses developed above would require an exhaustive review of all cases, which will not be done here.  Instead, I limit my consideration to cases concerning violations of environmental statutes, and for civil and criminal cases, mainly to evidence concerning exposure to potentially hazardous substances to enable some comparability.  Additionally, given space limitations, I have chosen only a few cases that contain specific discussions on issues raised above.  
IV. 
Illustrative Cases:
IV.1 
Administrative Rule-making challenges

On the one hand, regulatory determinations by administrative agencies are given great deference by the courts in general, who recognize that the agency houses staff with technical expertise and experience working directly on the relevant issues, and environmental regulations are in general precautionary in nature (Herrera & McConnell, 2008).  As discussed above, avoidance of type II errors are weighted heavily by the agency in acting in its rulemaking or order-enforcement capacities.  To preserve that bias in adjudicating administrative cases, courts should be quite lenient in allowing evidence by those supporting a rulemaking/enforcement action or, alternatively, by those challenging lack of agency action.  

In Edison Electric Institute v. EPA (391 F.3d 1267), Edison and other dischargers challenged new effluent toxicity testing methods promulgated by EPA pursuant to the Clean Water Act.  The plaintiffs did not challenge the admissibility of evidence on which EPA based its new testing procedures, but rather attacked the scientific basis of the new testing procedures directly.  The court held that though the new test did not meet all agency criteria for scientific validity, the agency had adequately explained where the test departed from those standards, and had also devised secondary procedures to be followed if violations resulting from the test led to civil proceedings (Id. at 1271-72).  The decision strongly reaffirms traditional deference to agency action, noting the extensive scientific studies, negotiations, and public notice-and-comment were more than sufficient to show that EPA had made an informed decision (Id. at 1274).  Interestingly, the court considered the issue of “false” positives in one part of the decision; it stated that a false positive only occurs when the test shows any evidence of toxicity in a “blank sample”, which did not happen often.  Petitioner’s contended that a false positive occurs whenever the test value is greater than the median sample value, which happened quite frequently.  The court is clearly wrong, and petitioner’s are likely wrong as well.  The correct question is how often does the test give results of “excess toxicity” for a given standard set by the EPA; since it is this excess toxicity that would trigger penalties and enforcement actions.  Referring to figure 5, one would have to locate the EPA standard, and then evaluate the measurement’s rate of error.  This is quite different than “greater than zero”, and even likely different than “greater than median toxicity” to the extent that the standard differs from the median.     

While there were no evidence admissibility issues addressed specifically in Mass. v. EPA (127 S.Ct. 1438, 2007), a rulemaking-forcing challenge, the Supreme Court decision basically takes as given that the results of various scientific studies on global climate change are reliable, at least in the context of challenging a rule-making, stating that the “the harms associated with climate change are serious and well recognized” (Id. at 1455).  In Green Mountain Chrysler Plymouth Dodge Jeep v. Crombie, 508 F.Supp.2d 295 (D. Vt. 2007), the court considered admissibility of two climate change experts in an action challenging state regulations on emissions standards.  The court gave a very thorough and detailed analysis of Daubert+ factors, and admitted the testimony of all three government experts.  One expert, Dr. Hansen, has impressive qualifications, being the Director of NASA Goddard Institute for Space Studies (Id. at 313).  His testimony centered around a novel theory of climate change, the “tipping point theory”, and a computer model generating “tipping point” results.  This theory, and the modeling code and the data used to baseline it, is still subject to debate in the scientific community.  Nonetheless, the court stressed the fact that since the agency had to consider the likely effects of global warming, it did not need to “prove” exactly what effects would occur in the absence of the regulations (“… that the situation is unprecedented does not mean that scientists may not testify reliably as to global warming’s likely effects”,  Id. at 318).  


In short, it does appear that court’s are more willing to admit scientific evidence that minimizes type II errors; in other words, it appears to more likely to defer to agency expertise and to evidence that supports regulations addressed at reducing the likelihood of harm.
IV.2
Civil Cases
There are many civil cases based at least in part on various environmental claims, and many of these are “toxic tort” suits.  As many commentators have pointed out, there is a great deal of disparity among the courts in deciding issues of admissibility (c.f. Herrera & McConnell, 2005 who consider erratic outcomes in environmental litigation specifically), even to the extent that the same expert testifying on the same subject in a similar civil suit has been allowed in one case and not in the other
.  In Louderback v. Ordhill, 26 F.Supp.2d 1298, the court discusses the different stances courts have taken on assessing reliability of evidence on dose/exposure in toxic tort suits.   That court allowed evidence of a general theory of exposure with a “factual basis”, even thought there was no evidence of specific exposure available in that case.  The court defended their assessment vis-à-vis other cases where at least some evidence of specific exposure was required.  The court noted that without the general evidence plus extrapolation, the case would fail; apparently, they found the information sufficient to enable a jury to draw their own conclusions regarding the likelihood of type I and type II errors, particularly since the evidence was not based on a novel or complex theory and thus could be effectively cross-examined.  
In E.I. DuPont de Nemours and Co., Inc. v. Robinson, 923 S.W.2d 549 (Tex. 1995), the Texas Supreme court explicitly adopted a “reliability” standard.   The plaintiff, Robinson, claimed that the fungicide, Benlate, damaged his pecan orchard.   Dr. Whitcomb, a horticulturalist with a PhD and on faculty at Oklahoma State University, did a fairly cursory examination of Robinson’s orchard and proposed to testify that Benlate caused those symptoms of disease.  A significant part of his testimony developing causation rested on comparing these symptoms with a controlled experiment of small plants that had been treated with contaminated Benlate in Florida, conducted by Whitcomb in preparation for another trial
.  The results of that experiment showed that Benlate was the cause of various symptoms with 99% confidence, according to a statistician at the University.  The court was skeptical of this experiment since it was prepared for litigation, and cryptically wrote that “the approach we adopt today inquires whether the particular technique or methodology has been subjected to a rate of error analysis” (Id. at 559).  It is unclear whether the court was questioning the experiment itself (the remark followed a discussion of the experiment) or extrapolating conclusions about Robinson’s trees by reference to the experiment.  Surely a horticulturalist could design a study using “a technique or methodology” recognized in that field, but the remark seems to imply that the experiment itself was somehow novel.  

The opinion spent a good deal of time on the dangers of expert testimony and “junk science”; noting that “professional expert witnesses are available to render an opinion on almost any theory, regardless of merit” (Id. at 10, citing Chaulk v. Volkswagen of America, Inc., 808 F.2d 639, 644 (7th Cir. 1986)).  This is dangerous, claims the court, because expert witnesses can have an “extremely prejudicial impact on the jury” (Id. at 11).   The court appeared mainly concerned that the jury would accord too much precision to the expert’s testimony, particularly given the extrapolation required when moving from the Florida experiment results to the Robinson’s trees.  

Finally, a number of cases brought under the Federal Employers Liability Act (FELA) related to exposure to hazardous substances at work discuss the link between the standard on causation under FELA and the standard of admission of expert testimony.  This line of cases stresses that the standards for causation and for the admission of expert testimony are distinct issues that “do not affect eachother” (Abraham v. Union Pac. R.R. Co., No. 14-06-00419-CV, 295th District Court, Harris County, Texas).  While those courts accept that the burden of establishing a causal link between employer actions and employee harm is lower than would have been required under traditional common law actions, they nonetheless maintain that the lower burden does not mean that the court should admit testimony that would not be admissible in “other contexts” (Claar v. Burlington Northern R.R. Co., 29 F.3d 499, 503 (9th Cir. 1994); In re Paoli R.R. Yard PCB Litig., 35 F.3d 717, 743 (3rd Cir. 1994)).  These courts firmly believe that the preponderance of the evidence standard should apply, though what evidence does and does not meet that standard is still difficult to determine.  

In summary, many observers note that court decisions regarding whether or not to admit scientific evidence in civil cases are quite incoherent.  The analysis depicted above finds that judges should simply be far less concerned about the types of errors made via jury bias, and thus that these cases really shouldn’t pose such difficulties for judges.  And yet, the difficulty persists; this may be due to lack of understanding that jury bias is of relatively limited importance in such cases, that the “adversarial” model of “hired-guns” disadvantages one party vis-à-vis another and these disparities are more likely to influence their decisions, or another reason entirely.  This analysis only shows that concern for jury bias per se is unlikely to be the reason.
3.  Criminal Cases

The criminal cases reviewed mainly concern actions by the Department of Justice (“DoJ”) against firms that have, in general, repeatedly violated EPA regulations.  Conversations with Steven Solow, former Chief of the DoJ’s Environmental Crimes Section, confirms that the reliability of evidence in criminal prosecutions is in general far greater than in similar civil cases (personal communication).  Mr. Solow has a great deal of experience in prosecuting both types of cases, as well as defending companies charged.  However, this can be contrasted with a review of case evidence presented by Berger, 2003, which contends that standards for prosecutorial evidence in criminal cases tend to be less strict (though those cases tend to be concerned with forensic evidence in felony crime cases).

In U.S. v. Grace (455 F.Supp.2d 1181), an action against Grace’s mine-operation and employees for Clean Air Act violations that allegedly led to release of asbestos-related vermiculite, the government proffered two reports prepared by employees at the Agency for Toxic Substances and Disease Registry (ATSDR), one of which was published in a peer-reviewed journal.  The documents were based on a “medical screening study” undertaken by ATSDR of over 1000 residents of the town of Libby where the mine was located (Id. at 1184).  The screening study was not based on a random sample, and no “control group” was identified; in fact, the documents themselves clearly state that the study was not an epidemiological study (Id. at 1185).  The purpose of the study was to generate descriptive statistics to characterize possible pathways of contamination and provide data for the design of future investigations (Id. at 1185).  Despite the fact that the statistical properties of the descriptive statistics were unknown, the Government argued that the studies should be allowed in to show the association between exposure to asbestos via various pathways and resulting pleural abnormalities.  The court, however, expressly considered potential jury bias as follows:  “Still, given the likelihood that jurors will fail to appreciate the scientific and statistical distinction between association and causation, it is necessary to determine whether the ATSDR Report and Peipins Study are admissible to show causation” (Id. at 1189).  They found that because the studies were “unreliable” with respect to causation, they were not admissible.

In U.S. v. Hansen, 262 F.3d 1217 (11 Cir. 2001), the defendant owned and operated a chemical plant, and was indicted on charges of violating numerous environmental laws over a number of years.  The government called two expert witnesses to establish that Hansen had “knowingly endangered” its employees through exposure to sodium hydroxide and mercury.  Teitelbaum, an MD, testified regarding the impact of employees’ exposure to hazardous substances, among other things.  Teitelbaum visited the plant soon after it was shut down by the EPA, though little is presented in the opinion concerning his methodology.  He did apparently collect “numerous” blood and urine samples from former employees, collected samples of wastes and tested for sodium hydroxide, and reviewed the health and hygiene documents of the company. The second expert, Reh, was an employee of the National Institute for Occupational Safety and Health. Reh first visited the plant five years before it was shut down, following a complaint about safety conditions from the labor union regarding hazardous conditions at the plant.  Reh and a team of two others (a medical doctor and industrial safety specialist) reported dangerous levels of mercury and improper waste management in the first visit, and then returned a year later to perform a more complete investigation.  The team employed an “active sampling method” to test “breathing zone exposure” levels, collected 58 urine samples and conducted physical examinations on 65 employees.  The company was given a final report two years before shutting down; the report documented high exposure levels and improper waste management.  

In this case, experts conducted tests either while the plant was still operating or shortly after its being shut down, and at least Reh’s team applied methodologies consistent with field testing procedures as developed by a government agency.  It is unclear whether the experts followed methodologies subject to peer review and relied on by other experts in the field, and their own investigations were not published in peer-review journals.  It is also unclear whether the experts presented any information on “error rates” of any of the tests.  There is very little discussion of the methodologies at all.  Rather, it appears that the timeliness of the investigations, combined with what the court considered reasonable diligence in investigation, overwhelmed any potential specific critiques of the methodology, though it also appears that the court was punishing the ineptitude of defendant’s counsel. 

Finally, it is interesting to note that Teitelbaum is also one of the witnesses whose testimony was excluded in the Kumho Tire case.  On appeal, the defendant’s argued that the government failed to notify them that Teitelbaum’s testimony had been discredited by other courts (four other cases, in fact).  The court stated:  “Finally, the cases relied on by Hansen all relate to Teitelbaum's testimony in tort actions as to causation of a specific injury. They do not, therefore, have probative value as to his testimony regarding potential health effects of the chemicals or the employees' risk of death or serious injury after exposure to these chemicals” (262 F.3d at 1235).  So, even though this is a criminal case, the element of “knowing endangerment” carries a lower burden of proof than specific causation in a tort case and thus the evidence was sufficiently reliable to that purpose (as contrasted with the FELA cases noted above)
.  In general, however, it appears that the court scrutinized the expert testimony carefully before allowing it to be admitted.  
V. 
Concluding Comments


As captured Barnes (2001), there are “too many probabilities” in litigation.  While the scientific evidence might be complex, it is worth considering the types of errors in judgment that might arise given the statistical properties of the evidence and the alternative of excluding the evidence.  Disentangling the probabilities is useful to highlight confusion in both the courts and the literature, and the graphical analysis above offers a first step in separating the issues and considering the impacts of various jury biases on the potential for making type I and type II errors.  In general, a judge should be least concerned with admitting evidence for either side in civil cases, most concerned with admitting plaintiff/prosecution evidence in criminal trials, and least concerned with admitting plaintiff/prosecution evidence in proceedings enforcing administrative decisions that are based on preventing harm.  Uncertainty surrounding estimation of the tails of the distribution reinforces the likelihood of greater type I errors, and type II errors as well.  The ability to cross-examine, as stated in Daubert, is key to realligning jury assessment of expert evidence.  Finally, the greater number of links in the causal chain, and the relationship amongst links including the compound error structure, the more likely it is that type I and type II errors will be made, even if the judge and jury share the same assessment of the data.

The cases reviewed highlight various issues addressed by the courts, and the different “weights” the different courts appear to attach the numerous, non-exhaustive list of factors to test reliability, though a preponderance of the evidence standard is applied to all.  Without a more exhaustive scrutiny of the cases, it is difficult to know whether courts are tailoring the test to the specific burden of proof in the case.  Some evidence suggests that this is so in administrative and criminal environmental cases; but, the majority of cases are civil cases, and the “evidence” there remains inconclusive (if not unreliable)!  
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� Daubert v. Merrell Dow Pharmaceuticals, Inc., 509 U.S. 579 (1993), General Electric Co. v. Joiner, 522 U.S. 136 (1997), and Kumho Tire Co. v. Carmichael, 526 U.S. 137 (1999); 


� The literature on errors in trials sometimes considers “innocence” to be the null hypothesis, and sometimes “guilt”, which can be confusing in terms of interpreting type I and type II errors. Since the defendant is generally considered to be innocent until proven guilty and the burden of proof is on the plaintiff/prosecution, I will consider the null hypothesis to be innocence, and the alternative hypothesis to be guilty.


� Using Barnes’ terminology, accuracy of the probability density function is an assessment of the “sampling error probability”, the measurement at a particular site is the “fact probability”, and the standard of proof is the “belief probability”.


� In the remainder of the paper, I explicitly assume that the standard of proof and the level of confidence is the same; while acknowledging the vast literature debating the difference between scientific and legal proof (c.f. Cohen, 2003; Barnes, 2001). Wading into that debate is outside the scope of this paper.  No matter how the two differ, the point is that the standard of proof is higher in criminal vs. civil vs. administrative cases, and thus the potential for differentiated bias remains.


� Judges, of course, may also make mistakes in assessing the probability density function; to capture this, one would need to consider the true distribution versus the judge’s subjective assessment of the distribution versus the jury’s subjective assessment of the distribution.  The focus in this paper is on the potential for errors in trial outcomes given evidence reaching the jury; the same results hold where the judge also makes errors in assessing the evidence, as long as the judge’s assessment is less biased than the jury’s assessment.  If there is no reason to believe that the jury is less likely to be biased than the judge, then there simply should be no test for reliability, at least in terms of minimizing trial errors.  Here I am only concerned with situations where the judge’s assessment is closer to the true distribution than the jury’s assessment.


� Note that this scenario presumes that a sample drawn at a site would then be compared to this baseline probability distribution to assess, with a given level of confidence, whether the null hypothesis that no illegal activity occurred should be rejected or not.  I have included this example in Figure 5. Additionally, note that this scenario is far simpler than scenarios that would capture relative incidence of a disease for instance.  In a civil case, the “standard of proof” requires that the incidence in the exposed population be greater than double the general population in order to infer that the individual in question had a greater than 50% chance of having become ill due to exposure. This can be contrasted with a 51% upper confidence level defined by the general incidence probability distribution; it may be, for instance, that the scientist is 51% confident that the observed exposure incidence is at least 49% greater than the general population incidence.  If the investigation was otherwise perfectly implemented, the data would be reliable to show that the incidence was greater than the general population incidence, but not great enough to show that any particular person was “more likely than not” to have acquired the disease due to exposure.  The point is that two things would be conflated in the same graph, which can be confusing.  However, as discussed more fully at the end of this section, the basic intuition of these graphs remain the same irrespective of how many links there are in the causal chain.


� For convenience and comparison with later figures, I’ve used the Weibull distribution in Excel; this enables me to generate skewness (or bias) and show the potential errors using the same figures (as compared to a normal distribution, for instance, which has no skew).  The Weibull approximates a normal distribution under certain parameters, which I have used for this graph.  


� Here I am discussing the statistical properties of models that build on data that itself is subject to errors, not the process of evaluating a range of information to arrive at an estimate (in the latter case, it would generally be impossible to know the error of the estimate) as discussed in McGarity, 2005.  


� This happened when the same medical doctor’s testimony was excluded in Edwards v. Safety-Kleen Corp. 61 F.Supp. 2d 1354 (S.D. Fla. 1999), but admitted in Wicker v. Consolidated Rail Corp. 371 F.Supp. 2d 702 (W.D.Penn. 2005). 





� Unfortunately, we do not know what types of plants were treated in Florida, or what constituted “contaminated Benlate”  in the experiment.


� This case also highlights the interplay between “reus” elements of laws and regulations and the burden of proof; which, I took to be “perfectly substitutable” for the purposes of including administrative actions in the above analysis.  This is unlikely to be true, but further discussion is outside the purview of this paper.





