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Abstract

Return predictability reveals economic variables that drive expected returns. Alternative economic theories relate fluctuations in predictive variables to different sources of risk. I develop an empirical approach that exploits these observations and measures how economically interpretable shocks propagate in the term structure of expected buy-and-hold returns. Shock propagation patterns constitute term structure of risk in expected returns whose shape and level serve as informative moments to test competing equilibrium theories of return predictability. As an application, I examine sources of stock return predictability. I find that equilibrium shocks in the long-run mean of the variance of consumption growth can justify the level and the shape of the term structure of expected stock returns, in contrast to consumption disasters or long-run risk.
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1 Introduction

We have seen compelling evidence of return predictability in different asset classes: bonds, stocks, commodities, and currencies. This evidence conveys at least two economic messages. One is about designing profitable investment strategies to pocket risk premia. The other one is about understanding which economic variables drive expected returns and aggregate discount rates. While economic performance of investment strategies may be fragile at turbulent times, we can forcefully use the second message as a direct source of information about economic shocks reflected in time varying expected returns at alternative investment horizons.

The dynamics of expected returns reveals interactions between risk preferences of economic agents and macroeconomic shocks across alternative horizons. A vector autoregressive model (VAR) of a return and a predictive variable captures these interactions implicitly via multi-horizon return predictability, whereas economic theory describes these interactions explicitly. A natural question then is what multi-horizon return predictability implies for sources of the multi-period risk-return tradeoff in equilibrium models, and whether known equilibrium models are in line with these implications.

For any well-accepted predictive variable, there are multiple theories advocating competing risk channels behind the return predictability. In this paper, I propose an empirical methodology which identifies how alternative economic sources of return predictability propagate in expected buy-and-hold returns of different horizons. I label these shock propagation patterns the term structure of risk in expected returns. The level and the shape of the term structure of risk are informative metrics about the multi-period dynamics of prices and quantities of risk, and therefore, they are useful moments to target in calibrations of structural models. As a result, my empirical methodology delivers a new set of facts that can be used to discipline an equilibrium theory of time-varying risk premia.

To identify economic shocks in expected returns, I estimate a predictive system, in which I explicitly relate the predictive variable to economic states, suggested by theory. This system is a VAR of a one-period return and state variables augmented by an observation equation describing an unrestricted mapping between the predictive variable and the economic states. As an implication of return predictability, the vector autoregressive model necessarily features nonnormal shocks. These shocks are particularly interesting because they reflect a notion of extreme events and innovations in the macroeconomic variance, default probabilities, or disaster intensities, and they also represent central sources of risk compensated in financial markets.

To describe how the identified economic shocks propagate in the term structure of expected returns, I compute an incremental expected return ($\mathcal{IER}$). The $\mathcal{IER}$ measures how a future multi-period expected return changes if next period one of the state variables or return itself experiences an injection of an extra amount of risk; and it applies to both normal and nonnormal shocks. The collection of $\mathcal{IER}$s of different holding periods constitute the term structure of risk in expected returns.
To the best of my knowledge, this paper is first to describe the term structure of risk for nonnormal shocks in asset pricing. The closest predecessor of the IER is a shock elasticity of Borovička and Hansen (2014), which was developed to characterize marginal sensitivities of multi-period expected returns or cash flows to normal sources of risk. I extend the notion of shock elasticity to the case of nonnormal shocks and show that the two metrics coincide for normal shocks but differ for nonnormal shocks. I explain the source of difference.

I develop three tractable cases of IER for nonnormal shocks: (i) Poisson mixture of gamma distributions with a scale parameter of one for volatility shocks, jump intensity shocks, or default probability shocks, (ii) Poisson mixture of exponentials for one-sided jumps such as jumps in variance, and (iii) Poisson mixture of normals for two-sided jumps, for example jumps in currency returns. The aforementioned sources of volatility and jump risk are dominant drivers of predictability and sources of risk premia in the state-of-the-art asset pricing literature.

To illustrate how my approach works in practice, I examine the term structure of macroeconomic risk in equity returns. I rely on the predictive ability of the price-dividend ratio to forecast future expected returns and map fluctuations in the price-dividend ratio to alternative sources of equity risk premium advocated by several leading structural models. I choose tractable, parsimonious, and yet stylized macro-based asset pricing models that account for many salient data properties.

I study how alternative risk channels, such as (i) a long run risk with stochastic volatility of consumption growth (Bansal and Yaron (2004)), (ii) time-varying consumption disasters (Wachter (2013)), and (iii) stochastic volatility of consumption growth with a time-varying long-run mean and self-exciting jumps (Drechsler and Yaron (2011)), are reflected in the term structure of expected returns. These risk channels are interesting to explore on their own but also because they are prevalent in applications in which the entire term structure of risk must be a natural object of interest. Examples include but are not limited to a climate change research (e.g., Bansal, Kiku, and Ochoa (2015) and Barro (2013)), impact of monetary policy and fiscal policy on asset prices (e.g., Gallmeyer, Hollifield, Palomino, and Zin (2007) and Liu (2016)), and impact of innovation risk on financial markets (e.g., Croce, Nguyen, Raymond, and Schmid (2017) and Kung and Schmid (2015)).

To accomplish my task, I estimate three systems containing a predictive model for stock returns and a law of motion for the state vector featured in one of the aforementioned structural models. I document that in every case the term structure of expected buy-and-hold returns is downward sloping. This property is a manifestation of the multivariate mean-reversion in returns (Cochrane, Le, Singleton, and Dai (2010), and Zviadadze (2017) use an autoregressive Gamma process to model the credit default process, the inverse consumption surplus ratio, and the stochastic volatility of macroeconomic fundamentals, respectively. Hassler and Maré (2016) use the Poisson mixture of exponentials to model disasters and recoveries in the expected consumption growth and in the expected dividend growth. Drechsler and Yaron (2011) use the Poisson mixture of normals to model disasters in the long-run risk component of consumption growth.

\footnote{Augustin (2016), Le, Singleton, and Dai (2010), and Zviadadze (2017) use an autoregressive Gamma process to model the credit default process, the inverse consumption surplus ratio, and the stochastic volatility of macroeconomic fundamentals, respectively. Hassler and Maré (2016) use the Poisson mixture of exponentials to model disasters and recoveries in the expected consumption growth and in the expected dividend growth. Drechsler and Yaron (2011) use the Poisson mixture of normals to model disasters in the long-run risk component of consumption growth.}
and it also serves as a reality check of my empirical procedure. As a consequence, every empirical model should have at least one shock associated with a downward sloping term structure of risk in expected returns. My empirical results identify such a shock: it is the long-run risk shock in the economic environment motivated by Bansal and Yaron (2004); it is a disaster intensity shock in the economic environment motivated by Wachter (2013), and it is a long-run volatility shock in the economic environment motivated by Drechsler and Yaron (2011).

Next, I analyze the term structures of risk implied by original calibrations of the structural models, that is theoretical term structures of risk. I find discrepancy between empirical and theoretical moments. In Bansal and Yaron (2004), the long-run risk shock has an upward sloping (not a downward sloping, like in the data) term structure of risk in expected returns. In Wachter (2013), the intensity shock features a downward sloping term structure of risk like in the data; yet the disaster shock has a flat negative (not a positive, like in the data) term structure of risk. Thus, in these models there is a tension between getting both the level and the shape of the term structure of risk right. The model of Drechsler and Yaron (2011) shows success along the term structure dimension: it matches both the shape and the level of the term structure of risk for all sources of risk.

Because the empirical term structures of risk in expected returns are new moments, perhaps, it is not surprising that the original calibrations of Bansal and Yaron (2004) and Wachter (2013) fall short to match them. Instead of re-calibrating the models, I ask what are the necessary conditions to match, at least qualitatively, the shape of the term structure of the long-run risk shock and the level of the term structure of the disaster risk. They turn out to be (i) a negative value for the parameter of the intertemporal elasticity of substitution in Bansal and Yaron (2004) and (ii) modeling an aggregate dividend as a levered consumption claim with a negative leverage parameter in Wachter (2013). Because these conditions are economically implausible, I conclude that alternative calibrations would not allow these models to match the evidence on the term structure of risk in expected returns.

This simple empirical exercise illustrates how an asset return predictability translates into a set of informative moments about the term structure of risk in expected returns. An interesting aspect of this analysis is that I exploit a joint likelihood of macroeconomic and asset pricing data for highlighting weak aspects of structural models. In the literature, there is a well-grounded scepticism regarding the use of asset prices when estimating macro-based structural models (e.g., Chen, Dou, and Kogan (2017)). The concern is that asset prices imply such properties of macroeconomic data that are impossible to test, and therefore impossible to reject. I turn exactly this feature of a tight dependence of the distribution of macroeconomic risk on asset prices, via predictability, into an informative set of moments about the properties of economic shocks in the data and in asset pricing models.

Related literature

This paper speaks to several strands of literature. First, it contributes to a rapidly growing empirical literature on the term structure of risk premia. Recent contributions include Bansal,
Miller, and Yaron (2017), Binsbergen, Brandt, and Koijen (2012), Binsbergen, Hueskes, Koijen, and Vrugt (2013), Dew-Becker, Giglio, Le, and Rodriguez (2015), Gormsen (2017), Binsbergen and Koijen (2017) and references therein. The aforementioned studies rely on novel datasets of zero-coupon yields of different maturities and compare the risk-return profile of short-term and long-term instruments. The challenge for general equilibrium theorists is to relate these empirical facts to specific sources of macroeconomic risk. In this paper, I propose a model-based methodology, which (i) overcomes the above mentioned challenge, (ii) provides a complementary evidence on the multi-period risk-return tradeoff in financial markets, and (iii) does not use data on zero-coupon yields of different maturities whose availability is still limited. I exploit empirical patterns of return predictability to describe how economically interpretable shocks propagate in the term structure of buy-and-hold returns on the same asset.

My methodology is motivated by macroeconomics literature on testing economic theories by means of examining shock propagation patterns in key macroeconomic indicators across alternative horizons, also known as, impulse response functions (e.g., Christiano, Eichenbaum, and Evans (2005), Fernandez-Villaverde, Rubio-Ramirez, and Schorfheide (2016), Giacomini (2013), Smets and Wouters (2007), among others). I apply a similar idea to structural dynamic asset pricing models. I introduce a novel metric labeled an incremental expected return \( \mathcal{IER} \) that applies to both normal and nonnormal shocks. The \( \mathcal{IER} \) for normal shocks coincides with the shock elasticity of Borovička and Hansen (2014). I extend the methods of dynamic value decomposition (Borovička and Hansen, 2014; Borovička, Hansen, Hendricks, and Scheinkman, 2011; Borovička, Hansen, and Scheinkman, 2014; Hansen, 2012) to nonnormal shocks and delineate the difference between the \( \mathcal{IER} \) and shock elasticity for nonnormal sources of risk. This extension is a separate methodological contribution of this paper. The \( \mathcal{IER} \) and shock elasticity for nonnormal sources of risk may serve as a useful tool for diagnostics methods of discrete-time macro-based asset pricing models with time-varying risk premia.

Last but not least, it contributes to the methodological literature that relates properties of data to model-based metrics with the purpose of guiding progress in building equilibrium models. Examples include but not limited to Álvarez and Jermann (2005), Backus, Chernov, and Zin (2014), Backus, Boyarchenko, and Chernov (2015), Bakshi and Chabi-Yo (2012), Bakshi, Gao, and Panayotov (2017), Chabi-Yo and Colacito (2017), Cochrane and Hansen (1992), Hansen and Jagannathan (1991). Especially relevant studies are those that use properties of return predictability (e.g., Bek et al. 2004, Chabi-Yo 2008, Favero, Ortu, Tamoni, and Yang 2017, Gallant, Hansen, and Tauchen 1990, Yang 2014) for developing performance measures for structural models. A distinctive feature of my approach is that I use an empirical model for summarizing properties of the data, whereas the previous studies rely on model-free statistics. Extra assumptions that I make decode properties of specific economic shocks in the term structure of asset returns. Thus,

\[ \text{There is a growing literature on estimating macroeconomic dynamic stochastic general equilibrium (DSGE) models by matching impulse response functions. For example, see Guerron-Quintana, Inoue, and Kilian (2017) and references therein.} \]
I can analyze models not as a whole but on a shock by shock basis. As a result, my approach is more granular in nature.

Relatedly, this paper adds to an on-going discussion of alternative channels and mechanisms that may provide a realistic macroeconomic view on the term structure of risk premia in financial markets. Andries, Eisenbach, and Schmalz (2017), Belo, Collin-Dufresne, and Goldstein (2015), Croce, Lettau, and Ludvigson (2015), Hassler and Marfe (2016), and Marfe (2016) are some examples of prominent contributions to this debate.

The paper is organized as follows. Section I discusses how to examine propagation of various economic shocks (normal and nonnormal) in the term structure of expected returns. Section II develops an empirical framework for analyzing the term structure of macroeconomic risk in equity returns. Section III documents the estimation results and examines the term structures of alternative sources of risk premium in structural models and in the data. Section IV concludes. The Internet Appendix contains supplementary material.

2 Term structure of risk in expected returns

A joint model of an asset return and of an observable predictive variable is informative about the multi-period dynamics of expected returns. Trajectories of shocks that originate in the predictive variable and propagate in future expected returns reveal the presence or absence of such patterns in returns as mean reversion and momentum. In equilibrium, these patterns depend on the asset’s exposures to risk and prices of risk across alternative horizons, and therefore they characterize the multi-period risk-return tradeoff.

What are the economic origins of the multi-period risk-return tradeoff? For every established return predictor, the existing literature proposes a number of alternative theories of (i) why the predictive variable varies over time and (ii) why it has a forecasting power for future returns. An economic interpretation of return predictability goes hand in hand with shock identification. In the language of econometric analysis, every structural model represents a number of shock identifying assumptions.

In this section, I describe a methodology for examining the term structure of economic shocks in expected buy-and-hold returns. This methodology has two important ingredients. One ingredient is an identification of economic sources of predictability by means of augmenting a reduced-form predictive system with a number of theoretically motivated shock identifying assumptions. Another ingredient is a characterization of the trajectories of alternative economic shocks in the term structure of expected returns. An empirical application of this methodology, which I discuss in the next section, delivers a collection of stylized facts about the multi-horizon properties of economic sources of stock return predictability.
To fix ideas, I start with a simple illustrative example. I denote a one-period log return \( \log r_{t,t+1} \) and its predictive variable \( y_t \) and model their joint dynamics as the following system

\[
\begin{align*}
\log r_{t,t+1} &= f(y_t) + w_{rt+1}, \\
y_{t+1} &= \kappa(y_t) + w_{yt+1}.
\end{align*}
\] (1) (2)

Fluctuations \( w_{rt+1} \) and \( w_{yt+1} \) can be correlated; functions \( f \) and \( \kappa \) can be nonlinear; \( y_t \) can be a vector of predictors (without loss of generality and for simplicity, \( y_t \) is a single predictor here); and the system may contain extra exogenous variables, which are without loss of generality omitted here.\(^3\) The drift of the return equation does not contain the lagged return because returns are nearly iid.\(^4\) The order of the predictive system does not have to be necessarily equal to 1. If lags of the predictive variable larger than 1 have forecasting power for future returns, the vector \( y_t \) can be extended by incorporating those lags as separate predictive variables.

I specify the predictive equation (1) for returns in logs rather than in levels because of convenience of linear time series analysis. The multi-period log returns are naturally a sum of one-period log returns, and therefore, the autoregressive structure of the model (1)-(2) provides direct evidence about how the predictive variable \( y_t \) affects future multi-period returns. As emphasized in Cochrane (2008), separate regressions for returns of alternative horizons do not convey any additional economic message regarding predictability over and above that reflected already by the system like one described by expressions (1)-(2). In addition, the long-run predictive evidence obtained through the lens of multivariate predictive systems exhibits greater statistical power (Campbell, 2001; Cochrane, 2008; Valkanov, 2003).\(^5\)

Return predictor is an endogenous variable. Every equilibrium model maps it, through the first-order optimality conditions, to a model-specific state vector, and therefore, to a number of economic shocks. As a result, the system (1)-(2), augmented by a model-implied representation of the predictive variable \( y_t \) as a function of a state vector, encodes properties of economic sources of return predictability. This observation lies at the core of my analysis.

For example, consider a hypothetical structural model which describes the risk attitude of an economic agent to the distribution of underlying shocks. The model features a state vector \( s_t \) which summarizes time variation in the aggregate discount rate and follows the law of motion\(^6\)

\[
s_{t+1} = \tilde{\kappa}(s_t) + w_{st+1}.
\] (3)

\(^3\)In the empirical section of this paper, I use tractable processes with linear functions \( f \) and \( \kappa \).

\(^4\)See Cochrane (2001) for a discussion of why returns can appear iid in the presence of return predictability.

\(^5\)Recently Giglio and Kelly (2017) argue that the variability of prices on short-term and long-term claims on variety of different cash flows rejects the internal consistency conditions of autoregressive processes predominantly used in asset pricing modeling. In this paper, I stick to predictive systems modeled as autoregressive multivariate processes because I have to augment a reduced-form model with identifying assumptions stemming from structural models. To the best of my knowledge, there are no structural models reconciling evidence of Giglio and Kelly (2017) yet.

\(^6\)Without loss of generality, \( s_t \) is a scalar random variable here.
The first-order optimality conditions imply that the predictive variable $y_t$ is some function $g$ of the state $s_t$

$$y_t = g(s_t),$$

and the parameters of the function $g$ depend on the preference parameters and the parameters governing the distribution of risk in the economy. In addition, the underlying assumptions of the structural model relate reduced-form fluctuations in returns $w_{rt+1}$ to structural shocks $w_{st+1}$ via mapping $\eta$

$$w_{rt+1} = \eta(w_{st+1}),$$

so that the return dynamics is

$$\log r_{t,t+1} = \tilde{f}(s_t) + \eta(w_{st+1}),$$

where $\tilde{f}(s_t) = f(g(s_t))$. As a result, the predictive system (1)-(2) augmented with economic restrictions (3)-(5) is equivalent to the state-space model represented by equations (3) and (6). The state-space formulation of the predictive system encodes multi-horizon properties of economic sources of return predictability $w_{st+1}$.

I examine the multi-period risk-return tradeoff in asset markets by focusing on how alternative economic shocks propagate through expected buy-and-hold returns on the same asset across investment horizons. I define these propagation patterns as a term structure of risk in expected returns. I analyze both the level and the shape of the term structure of risk for each individual shock, that is (i) whether a positive shock shifts returns up or down and (ii) whether the corresponding impact is horizon-dependent. These seemingly basic properties of economic shocks serve as informative and powerful metrics for evaluating economic mechanisms in macro-based asset pricing models.

Mathematically, I define the term structure of risk in expected returns as a set of revisions of expected multi-period returns, conditional on an information set $\mathcal{I}_t$, that coincides with one individual economic shock arriving at $t + 1$. Effectively, I measure the impact of a shock on returns of alternative horizons, and therefore, I use terms “risk” and “term structure”. I reserve term “incremental expected return” $\mathcal{IE}\mathcal{R}$ to describe one element of the term structure of risk corresponding to a horizon $\tau$

$$\mathcal{IE}\mathcal{R}(r_{t,t+\tau}, \text{shock}_{t+1}, \mathcal{I}_t) = E(r_{t,t+\tau}|\mathcal{I}_t, \text{shock}_{t+1}) - E(r_{t,t+\tau}|\mathcal{I}_t).$$

The $\mathcal{IE}\mathcal{R}$ takes into account the presence of other sources of risk in the economic environment, that is it measures an incremental effect of a shock. It applies both to normal and nonnormal shocks, and therefore, it is a suitable metric for analyzing the term structure of risk for sources of time-varying risk premium, such as variance shocks and time-varying disaster shocks, among others.

\footnote{In the macroeconomic literature mapping $\eta$ is usually represented by a linear combination of shocks.}
In what follows, I illustrate how to characterize the term structure of economic shocks in two simple examples. I consider a predictive system (1)-(2) for stock returns \( \log r_{t,t+1} \) and a price-dividend as a predictive variable \( y_t \). I borrow shock identification restrictions from two competing theories of stock return predictability: (1) price-dividend ratio reflects variance risk and (2) price-dividend ratio reflects risk driving the time-varying probability of crashes in returns; and then characterize how the identified economic sources of return predictability propagate in returns across alternative horizons. In Example 1, I examine the case of a normal variance shock, and in Example 2, I examine the case of a nonnormal disaster risk shock.

**Example 1: Term structure of variance risk in expected returns**

For simplicity and tractability, I consider the system (1)-(2) with linear mappings \( f \) and \( \kappa \). The vector of the log return and of the price-dividend ratio follows a vector autoregressive process of order 1 with two restrictions: (i) the lagged return does not Granger-cause the future return and (ii) the lagged return does not predict the price-dividend ratio,

\[
\begin{align*}
\log r_{t,t+1} &= a + b \cdot \log p_d + w_{rt+1}, \\
\log p_{dt+1} &= (1 - \nu_{pd})v_{pd} + \nu_{pd} \cdot \log p_d + \sigma_{pd}w_{pd,t+1}.
\end{align*}
\]

The first parameter restriction is standard because of the absence of serial correlation in stock returns. The second restriction stems from the fact that empirically the price-dividend ratio Granger-causes the stock returns, but the stock returns do not Granger-cause the price-dividend ratio.

As a persistent variable, the price-dividend ratio follows an autoregressive process. Strictly speaking the autoregressive process is not a suitable choice for modeling the price-dividend ratio, because it does not eliminate the possibility of a negative realization of the variable. However, in the context of my illustrative example it is not a concern. I take a proper care of modeling nonnegative variables in the empirical section by replacing an autoregressive process with an autoregressive gamma process (Gourieroux and Jasiak (2006), Le, Singleton, and Dai (2010)).

I identify economic sources of return predictability by applying the shock identification scheme summarized in Hypothesis 1 to the system (8)-(9): (i) the variance of log returns is stochastic, \( \text{Var}(w_{rt+1}) = v_t \) and perfectly (positively or negatively) correlated with the price-dividend ratio \( \log p_d = q_0 + q_t v_t \),

\[
\log p_d = q_0 + q_t v_t,
\]

and (ii) conditional on the current information set \( \mathcal{I}_t \) the shocks to returns \( w_{rt+1} = v_t^{1/2} \varepsilon_{rt+1} \) are orthogonal to the variance shocks \( \varepsilon_{vt+1} \), \( \text{corr}(v_t^{1/2} \varepsilon_{rt+1}, \varepsilon_{vt+1}) = 0 \). As a result, the predictive

---

8In this section, I am agnostic about the exact nature of the sources of risk. For example, I do not take a stand on whether these are macroeconomic shocks.

9The restriction \( \text{corr}(v_t^{1/2} \varepsilon_{rt+1}, \varepsilon_{vt+1}) = 0 \) is an over-identifying restriction. At this stage, I do not contemplate whether some of or all the identifying restrictions are empirically realistic.
system given in (8)-(9) can be represented as

\[
\begin{align*}
\log r_{t,t+1} & = a_v + b_v v_t + v_t^{1/2} \varepsilon_{rt+1}, \\
v_{t+1} & = (1 - \nu_v) v_v + \nu_v v_t + \sigma_v \varepsilon_{vt+1},
\end{align*}
\]

where

\[
\begin{align*}
a_v & = a + bq_0, \\
b_v & = bq_v, \\
\nu_v & = \nu_{pd}, \\
v_v & = [(1 - \nu_{pd}) v_{pd} - q_0 + \nu_{pd} q_0] / [q_v (1 - \nu_{pd})], \\
\sigma_v & = \sigma_{pd} / q_v.
\end{align*}
\]

The state-space representation (11) and (12) describes the dynamics of stock returns \( r_{t,t+\tau} \) as a function of the state variable \( v_t \) and economic shocks \( \varepsilon_{rt+1} \) and \( \varepsilon_{vt+1} \), rather than as a function of the predictive variable \( pd_t \) and reduced-form shocks \( w_{rt+1} \) and \( w_{pd t+1} \). The primer representation is useful for analyzing how economic sources of variation in stock returns propagate in the term structure of expected returns across alternative horizons.

The main challenge in computing the IER is to dissect the impact of alternative shocks at different horizons on expected returns. I achieve my goal by (i) representing the multi-period expected returns as a function of state variables at time \( t \) and shocks at time \( t+1 \) and (ii) comparing the trajectories of expected returns, if shocks at time \( t+1 \) experience and do not experience a predetermined exogenous shift. The first step guarantees that the future propagation of the shocks arrived at \( t+1 \) are taken into account and their impact is isolated from that of shocks arriving later. The second step operationalizes computation of the revisions in the expected returns coinciding with a shock at time \( t+1 \).

Below I illustrate step by step how to compute the IERs associated with \( \varepsilon_{vt+1} \) and \( \varepsilon_{rt+1} \). I start by characterizing the expected returns

\[
\log(E_{t,t+\tau}) = \mathcal{A}_0(\tau) + \mathcal{A}_v(\tau) v_t,
\]

via a standard recursive system

\[
\begin{align*}
\mathcal{A}_0(\tau) & = a_v + \mathcal{A}_0(\tau - 1) + \mathcal{A}_v(\tau - 1)(1 - \nu_v) v_v + \mathcal{A}_v^2(\tau - 1) \sigma_v^2 / 2, \\
\mathcal{A}_v(\tau) & = b_v + \mathcal{A}_v(\tau - 1) \nu_v + \mathcal{A}_v^2(\tau - 1) / 2
\end{align*}
\]

with initial conditions

\[
\begin{align*}
\mathcal{A}_0(1) & = a_v, \\
\mathcal{A}_v(1) & = b_v + 1/2.
\end{align*}
\]
Next I apply the law of iterated expectations to \(E_t r_{t,t+\tau}\) in order to represent the expected multi-period returns in terms of the variables belonging to the information set \(I_t\) and shocks of interest arriving at \(t+1\)
\[
\log E_t r_{t,t+\tau} = \log (E_t r_{t,t+1} \cdot E_{t+1} r_{t+1,t+\tau}) \\
= \log E_t (\exp(a_v + A_0(\tau - 1) + A_v(\tau - 1)(1 - \nu) + (b_v + A_v(\tau - 1))v_t + v_t^{1/2} \varepsilon_{rt+1} + A_v(\tau - 1)\sigma_v \varepsilon_{vt+1})).
\]
Finally, I consider the following thought experiment. First, I introduce an additional amount of variance risk, so that the stochastic variance of returns at time \(t+1\) is equal to \(\tilde{v}_{t+1} = v_{t+1} + \Delta_v\), where \(v_{t+1}\) is a random variable and \(\Delta_v\) is known, or equivalently I shift the shock \(\varepsilon_{vt+1}\) by the amount \(\Delta_v/\sigma_v\), \(\tilde{\varepsilon}_{vt+1} = \varepsilon_{vt+1} + \Delta_v/\sigma_v\).
\[
\tilde{v}_{t+1} = v_{t+1} + \Delta_v = (1 - \nu)v + \nu v_t + \sigma_v(\varepsilon_{vt+1} + \Delta_v/\sigma_v).
\]
Then, I measure how the expected multi-period returns change as a result of the extra amount of variance risk \(\Delta_v/\sigma_v\), at \(t+1\)
\[
\mathcal{IE}(r_{t,t+\tau}, \varepsilon_{vt+1}, v_t) = \log E_{t+1}(r_{t,t+\tau}|\mathcal{I}_t, \tilde{v}_{t+1} = v_{t+1} + \Delta_v) - \log E_{t+1}(r_{t,t+\tau}|\mathcal{I}_t) \\
= \log E_t (\exp(a_v + b_v v_t + v_t^{1/2} \varepsilon_{rt+1} + A_0(\tau - 1) + A_v(\tau - 1)(v_{t+1} + \Delta_v))) \\
- \log E_t (\exp(a_v + b_v v_t + v_t^{1/2} \varepsilon_{rt+1} + A_0(\tau - 1) + A_v(\tau - 1)v_{t+1})) \\
= A_v(\tau - 1) \cdot \Delta_v.
\]

The choice of \(\Delta_v\) is a matter of normalization. I set \(\Delta_v\) to be equal to an unconditional standard deviation of the state variable shifted by the shock of interest, that is, in this case, at one standard deviation of the stochastic variance \(v_t\), \(\Delta_v = \sigma_v/(1 - \nu^2)^{1/2}\).

Similarly I characterize the term structure of the direct return shock \(\varepsilon_{rt+1}\). I introduce an additional amount of the direct return risk \(\Delta_r\) into the economic environment at time \(t+1\), \(\log \tilde{r}_{t,t+1} = \log r_{t,t+1} + \Delta_r\), which is equivalent to shifting the shock \(\varepsilon_{rt+1}\) by \(\Delta_r/v_t\), \(\tilde{\varepsilon}_{rt+1} = \varepsilon_{rt+1} + \Delta_r/v_t\), and compute the incremental expected returns for alternative \(\Delta_r\)
\[
\mathcal{IE}(r_{t,t+\tau}, \varepsilon_{rt+1}, v_t) = \log E_{t+1}(r_{t,t+\tau}|\mathcal{I}_t, v_t^{1/2} \tilde{\varepsilon}_{rt+1} = v_t^{1/2} \varepsilon_{rt+1} + \Delta_r) - \log E_{t+1}(r_{t,t+\tau}|\mathcal{I}_t) \\
= \log E_t (\exp(a_v + b_v v_t + (v_t^{1/2} \varepsilon_{rt+1} + \Delta_r) + A_0(\tau - 1) + A_v(\tau - 1)v_{t+1})) \\
- \log E_t (\exp(a_v + b_v v_t + v_t^{1/2} \varepsilon_{rt+1} + A_0(\tau - 1) + A_v(\tau - 1)v_{t+1})) \\
= \Delta_r.
\]

I set \(\Delta_r\) to be equal to one standard deviation of the log return (the only variable affected by the shock), \(\Delta_r = Var^{1/2}(\log r_{t,t+1})\). The shape and the level of the term structure of risk associated

\footnote{The state-dependent shift in the shock \(\varepsilon_{rt+1}\) offsets the state-dependence in the stochastic volatility. There are alternative ways to treat state-dependence which I leave out of scope in this paper. Questions of state dependence are relevant for characterizing the conditional dynamics of shocks in asset prices.}
with the shock $\varepsilon_{rt+1}$ is determined by a recursion for $A_t(\tau)$. The term structure of $\varepsilon_{rt+1}$ is flat at the level of $\Delta_r$, because $\varepsilon_{rt+1}$ is a permanent shock in returns.

**Example 2: Term structure of disaster risk in expected returns**

The starting point is the same reduced-form predictive system given in expressions (8) and (9). I consider an alternative hypothesis of return predictability, and therefore, I identify alternative economic shocks that potentially lie at the core of the multi-period risk-return relationship. Hypothesis 2 reflects the idea that the only source of variation in log returns is time-varying crashes, $-z_{t+1}$, and that their probability $\lambda_t$ is a source of return predictability, that is

$$\log pd_t = q_0 + q_\lambda \lambda_t.$$  \hspace{1cm} (15)

The negative of a crash, that is a random variable $z_{t+1}$, follows a distribution defined as a Poisson mixture of Gammas,

$$z_{t+1}|p_{t+1} \sim \Gamma(p_{t+1}, \theta), \quad \text{where} \quad p_{t+1} \sim \text{Poisson}(\lambda_t),$$  \hspace{1cm} (16)

so that $z_{t+1}$ is a nonnegative shock, and therefore a crash, if realized, is a negative disturbance $-z_{t+1}$. The crashes $-z_{t+1}$ are conditionally uncorrelated with the shocks driving the probability of crashes $\varepsilon_{\lambda_{t+1}}$: $\text{corr}_t(-z_{t+1}, \varepsilon_{\lambda_{t+1}}) = 0$.

The reduced-form predictive model (8) and (9) augmented with the identifying assumptions for shocks in returns and price-dividend ratio given in expressions (15) and (16) is equivalent to the system

$$\log r_{t,t+1} = a_\lambda + b_\lambda \lambda_t - z_{t+1},$$  \hspace{1cm} (17)

$$\lambda_{t+1} = (1 - \nu_\lambda) v_\lambda + \nu_\lambda \lambda_t + \sigma_\lambda \varepsilon_{\lambda,t+1},$$  \hspace{1cm} (18)

where

$$a_\lambda = a + bq_0,$$  $$b_\lambda = bq_\lambda,$$  $$\nu_\lambda = \nu_{pd},$$  $$v_\lambda = [(1 - \nu_{pd})v_{pd} - q_0 + \nu_{pd}q_\lambda]/[q_\lambda(1 - \nu_{pd})].$$  $$\sigma_\lambda = \sigma_{pd}/q_\lambda.$$

I use the state-space model specified in expressions (17)-(18) to characterize how the crash risk and intensity shock $\varepsilon_{\lambda_{t+1}}$, that is an economic source of predictability, affect future returns at alternative horizons.

There is one distinct feature of nonnormal sources of risk, such as a crash risk. These risks are characterized by two random shocks: (i) one controlling how many crashes occur per period of time and (ii) the other controlling the size of a crash. Analyzing these shocks separately is challenging.
because they work as a whole. See Backus (2014) for a discussion on this issue. For this reason, I bundle these shocks together into one demeaned random variable and examine its corresponding pricing implications.

Specifically, I use an insight from Gourieroux and Jasiak (2006) and represent the random shock \( z_{t+1} \) as a random process

\[
\begin{align*}
  z_{t+1} &= \frac{\theta \lambda_t}{E_t(z_{t+1})} + \frac{(2\theta^2 \lambda_t)^{1/2}}{\text{Var}^{1/2}(z_{t+1})} \varepsilon_{z_{t+1}} + (2\theta^2 \lambda_t)^{1/2} \varepsilon_{z_{t+1}}/\left(2\theta^2 \lambda_t\right)^{1/2}
  \end{align*}
\]

martingale difference

The shock \( \varepsilon_{z_{t+1}} \sim \mathcal{D}(0, 1) \) is nonnormal with known nonzero moments of order higher than 1. I characterize the term structure implications of the disaster risk \( z_{t+1} \) by studying how the shock \( \varepsilon_{z_{t+1}} \) propagates in the term structure of expected returns. This is a legitimate and sensible exercise because what an investor cares about is an uncertain component of \( z_{t+1} \) represented here by \( \varepsilon_{z_{t+1}} \).

To characterize the term structures of \( \varepsilon_{z_{t+1}} \) and \( \varepsilon_{\lambda_{t+1}} \), I follow the same procedure as in Example 1. I start by computing the term structure of expected returns

\[
\log(\mathbb{E}_t r_{t,t+\tau}) = A_0(\tau) + A_\lambda(\tau) \lambda_t,
\]

where

\[
\begin{align*}
  A_0(\tau) &= a_\lambda + A_0(\tau - 1) + A_\lambda(\tau - 1)(1 - \nu_\lambda)\nu_\lambda + A_\lambda^2(\tau - 1)\sigma_\lambda^2/2, \\
  A_\lambda(\tau) &= b_\lambda + A_\lambda(\tau - 1)\nu_\lambda - \theta/(1 - \theta), \\
  A_0(1) &= a_\lambda, \\
  A_\lambda(1) &= -\theta/(1 - \theta).
\end{align*}
\]

Next, I apply the law of iterated expectations to \( \mathbb{E}_t r_{t,t+\tau} \) and represent the expected multi-period returns as a function of variables belonging to the information set \( I_t \), and shocks of interest arriving at \( t + 1 \)

\[
\log \mathbb{E}_t r_{t,t+\tau} = \log(\mathbb{E}_t(r_{t,t+\tau} \cdot E_{t+1,t+\tau}))
\]

\[
= \log \mathbb{E}_t(\exp(a_\lambda + b_\lambda \lambda_t - z_{t+1} + A_0(\tau - 1) + A_\lambda(\tau - 1)\lambda_{t+1}))
\]

\[
= \log \mathbb{E}_t(\exp(a_\lambda - \theta \lambda + A_0(\tau - 1) + A_\lambda(\tau - 1)(1 - \nu_\lambda)\nu_\lambda)
\]

\[
+ (b_\lambda + A_\lambda(\tau - 1)\nu_\lambda)\lambda_t - (2\theta^2 \lambda_t)^{1/2} \varepsilon_{z_{t+1}} + A_\lambda(\tau - 1)\sigma_\lambda \varepsilon_{\lambda_{t+1}}).
\]

Finally, I inject an extra amount \( \Delta_z \) of crash risk, that is equivalent to shifting the shock \( \varepsilon_{z_{t+1}} \) by \( \Delta_z/(2\theta^2 \lambda_t)^{1/2} \), \( \bar{\varepsilon}_{z_{t+1}} = \varepsilon_{z_{t+1}} + \Delta_z/(2\theta^2 \lambda_t)^{1/2} \),

\[
\bar{z}_{t+1} = z_{t+1} + \Delta_z = \theta \lambda_t + (2\theta^2 \lambda_t)^{1/2}(\varepsilon_{z_{t+1}} + \Delta_z/(2\theta^2 \lambda_t)^{1/2}),
\]

\[
\bar{z}_{t+1} = z_{t+1} + \Delta_z = \theta \lambda_t + (2\theta^2 \lambda_t)^{1/2}(\varepsilon_{z_{t+1}} + \Delta_z/(2\theta^2 \lambda_t)^{1/2}),
\]
or an extra amount $\Delta_\lambda$ of risk driving the probability of a crash, that is equivalent to shifting the shock $\varepsilon_{\lambda t+1}$ by $\Delta_\lambda/\sigma_\lambda$, $\tilde{\varepsilon}_{\lambda t+1} = \varepsilon_{\lambda t+1} + \Delta_\lambda/\sigma_\lambda$, and measure the resulting revisions of expected multi-period returns

$$I\!E\!R(r_{t,\tau+1}, \varepsilon_{zt+1}, \lambda_t) = \log E(r_{t,\tau+1}|I_t, \tilde{z}_{t+1} = z_{t+1} + \Delta_z) - \log E(r_{t,\tau+1}|I_t) = \Delta_z, \tag{20}$$

$$I\!E\!R(r_{t,\tau+1}, \varepsilon_{\lambda t+1}, \lambda_t) = \log E(r_{t,\tau+1}|I_t, \tilde{\lambda}_{t+1} = \lambda_{t+1} + \Delta_\lambda) - \log E(r_{t,\tau+1}|I_t) = A_\lambda(\tau - 1) : \Delta_\lambda. \tag{21}$$

I set $\Delta_z$ to be equal to one standard deviation of $z_{t+1}$

$$\Delta_z = \left((b_\lambda - \theta)^2 \frac{\sigma_\lambda^2}{1 - \nu_\lambda^2} + 2\theta^2 v_\lambda\right)^{1/2}$$

for characterizing the term structure of $\varepsilon_{zt+1}$, and I set $\Delta_\lambda$ to be equal to one standard deviation of $\lambda_t$

$$\Delta_\lambda = \frac{\sigma_\lambda}{(1 - \nu_\lambda^2)^{1/2}}$$

for charactering the term structure of $\varepsilon_{\lambda t+1}$. The shape and the level of the term structure of risk associated with the shock $\varepsilon_{\lambda t+1}$ is determined by a recursion for $A_\lambda(\tau)$. The term structure of $\varepsilon_{zt+1}$ is flat at the level of $\Delta_z$, because $\varepsilon_{zt+1}$ is a permanent shock in log returns.

### 3 Empirical application. Term structure of risk in expected stock returns

In this section, I describe an empirical strategy for examining the term structure of risk in expected stock returns. I build my analysis on the examples discussed above but consider them in the context of explicit economic models. Alternative economic models explain why the price-dividend ratio has a forecasting power for future stock returns, but little is known about the empirical properties of competing economic channels of return predictability. There are at least two natural reasons for this lack of evidence. One is in the complexity of estimating fully-fledged structural models with latent states and nonlinearities on a short sample of available macroeconomic data. Another reason is that any fully parametrized structural model, as a simplification of the real world, is misspecified.

---

My approach for examining the term structure of risk uses structural models partially and solely for the purpose of identifying sources of fluctuations in expected returns. I model the joint dynamics of returns and macroeconomic fundamentals without imposing cross-equation restrictions which are stemming from the interaction of risk preferences and fundamental risk. I identify shocks responsible for return predictability by augmenting the empirical model with an observation equation that maps the return predictor into a state vector from economic theory. I let the data show, how different economic shocks propagate in future returns across alternative holding periods.

There are two alternative ways to identify the competing economic sources of time-variation in multi-period equity returns. One is to develop and estimate a big model nesting alternative hypothesis of return predictability, the other one is to estimate the models separately on a case-by-case basis. I follow the latter approach because of the limited informational content of scarce macroeconomic data. For example, the available data are not sufficient to tell apart whether relatively big fluctuations in economic variables are a consequence of jumps or normal shocks with a high level of volatility.

I base my empirical analysis on three compelling hypotheses of time-varying equity risk premium: (i) long-run risk with stochastic variance of consumption growth ([Bansal and Yaron](#)), (ii) time-varying consumption disasters ([Wachter](#)), and (iii) a multi-factor volatility model of consumption growth with crashes in the stochastic variance of consumption growth ([Drechsler and Yaron](#)). These different risk channels generate realistic properties of excess stock return predictability by the price-dividend ratio in the structural models. I examine how these shocks propagate in expected gross returns in the data.

I conduct my empirical analysis on a sample of quarterly U.S. consumption growth, stock returns, and price-dividend ratios from 1947 to 2015. I identify alternative sources of equity risk premium by estimating three empirical models of a joint evolution of consumption growth and stock returns with latent states and an observation equation that linearly maps the price-dividend ratio into the latent states. I use the Bayesian MCMC methods, which are particularly useful in the context of this exercise, as they allow me to identify latent states (e.g., stochastic variance of consumption growth or intensity of consumption disasters) and jumps (e.g., consumption disasters, jumps in the variance of consumption growth) in the data.

I do not pursue the goal of discriminating structural models based on the goodness of fit criterion, yet my empirical results have a bite for diagnostics of economic models. I can confront the empirical term structures of economic shocks in the expected buy-and-hold returns with those in structural models. The propagation trajectories of economic shocks in the future expected returns, as implied by *estimated empirical* models, that is models without cross-equation restrictions, are the term structures of risk in the data. An economic mechanism of return predictability has an empirical support, if the term structure of risk in the structural model is the same as in the data.

---

12 The patterns of gross and excess stock return predictability are very similar. By looking at gross returns, I avoid the need of making assumptions about how to measure the term structure of real risk-free rates.
I characterize the term structures of risk in the structural models based on standard realistic calibrations, which account for salient properties of macroeconomic data and asset prices.

I use two metrics for comparing the term structures of risk in the data and in structural models: (i) the level and (ii) the shape. The level indicates how much a shock contributes to the time variation in returns (a criterion similar to a variance decomposition exercise). The shape indicates whether returns are more exposed to a specific risk over a short or long horizon. In structural models, cross-equation restrictions determine the level and the shape of the term structures of risk, and therefore, a comparison of theoretical and empirical term structures of risk serves as an implicit test of cross-equation restrictions.

The empirical term structures of risk is a set of stylized facts about the properties of economic shocks in the context of a specific state-space representation of a joint dynamics of macroeconomy and asset returns. There are many structural models sharing the same or similar state-space representations, and therefore, the empirical term structures of risk can be viewed as standard moments that those structural models should match. A GMM exercise minimizing the distance between theoretical and empirical moments, including the moments characterizing the term structure of risk, can deliver a calibration with realistic short-term and long-term asset pricing implications or indicate rejection of the structural model.

A natural question is whether it is economically interesting to match moments characterizing the term structure of risk over and above the multi-period covariances of returns and the predictive variable, that is return predictability. The answer is yes and the reason is simple – within one structural model there could be alternative ways to generate the desired properties of return predictability. At the same time, understanding how various sources of risk propagate in returns across alternative investment horizons delivers a lot more information about the multi-period dynamics of prices and quantities of risk. On a separate note, in general equilibrium models featuring monetary and/or fiscal policy or endogenous growth, a shock-by-shock analysis is a necessary tool for evaluating policy implications.

The methodology for analyzing the term structure of risk in the data and in structural asset pricing models is motivated by the way how macroeconomists test and estimate DSGE models. It is customary in the macroeconomics literature to test economic mechanisms of DSGE models by comparing how key economic shocks propagate across alternative horizons in the data and in different models. Alternatively, macroeconomists use empirical trajectories of structural shocks in economic indicators for estimating DSGE models by means of matching empirical and model-implied impulse response functions. Empirical impulse response functions are obtained after estimating a VAR implied by a linear or log-linear approximation of the DSGE model of interest with relaxed cross-equation restrictions.

Below I describe the empirical models that I use to identify alternative sources of return predictability in stock returns. I relegate the details of the estimation procedure to the online Appendix and describe the estimation output in Appendix A.
A The model with the long-run risk and stochastic volatility of consumption growth

The model of Bansal and Yaron (2004) has become a standard reference in modern asset pricing as a successful framework rationalizing the magnitude of and the countercyclical time variation in the equity risk premium. The key modeling ingredients, such as the presence of a slow moving component in the expected consumption growth, stochastic volatility in consumption growth, and recursive preferences, have proved useful in accounting for the risk-return trade-off in other asset markets as well (e.g., Bansal and Shaliastovich, 2013, Colacito and Croce, 2011, among others). In this subsection, I develop an empirical model that is suitable for an empirical identification of the long-run risk in consumption growth and of the shock in the variance of consumption growth.

I group variables like consumption growth $\log g_{t-1,t}$, latent expected consumption growth $x_t$, stock returns $\log r_{t-1,t}$, and dividend growth $\log d_{t-1,t}$ into a vector $Y_t = (\log g_{t-1,t}, x_t, \log r_{t-1,t}, \log d_{t-1,t})'$ and posit that it follows a discrete-time vector autoregressive model with the state $X_t = (1, \log g_t, x_t)'$, stochastic variance $v_t$, and shocks $\varepsilon_t = (\varepsilon_{gt}, \varepsilon_{xt}, \varepsilon_{dt})'$

$$Y_{t+1} = G X_t + H v_t + E_t v_{t+1} + H_1 v_t^{1/2} \varepsilon_{t+1},$$

$$v_{t+1} = (1 - \phi_v) + \phi_v v_t + \sigma_v ((1 - \phi_v + 2 \phi_v v_t) / 2)^{1/2} \varepsilon_{vt+1}. \tag{23}$$

The stochastic variance $v_t$ follows a scalar autoregressive process of order one $v_t \sim ARG(1)$ with the scale parameter $\sigma_v^2 / 2$, the degrees of freedom $2(1 - \phi_v) / \sigma_v^2$, and the serial correlation $\phi_v$. The shocks $\varepsilon_{gt} \sim N(0, 1)$ and $\varepsilon_{xt} \sim N(0, 1)$ are normal, whereas the stochastic variance shock $\varepsilon_{vt} \sim D(0, 1)$ is nonnormal with a mean of zero and standard deviation of one. All the shocks are orthogonal to each other. While the original formulation of the model features an autoregressive process for the stochastic variance, I work with the autoregressive gamma process. The $ARG$ process guarantees positivity of the stochastic variance regardless of the realization of the shock $\varepsilon_{vt}$. The change of the process does not alter quantitative implications of the model.

The original model of Bansal and Yaron (2004) implies that the price-dividend ratio is (approximately) an affine function of the expected consumption growth $x_t$ and the conditional variance of consumption growth $v_t$. I use this implication of the structural model as an identifying assumption for the shocks driving latent states, that is $\varepsilon_{xt+1}$ and $\varepsilon_{vt+1}$. To this end, I add an observation equation

$$\log pd_t = q_0 + q_x x_t + q_v v_t + \sigma_{pd} \varepsilon_{pd_t}, \tag{24}$$

to the system of equations (22)-(23), where the independent and identically distributed (iid) shock $\varepsilon_{pd}$ is an observation error orthogonal to the economic shocks, and $\sigma_{pd}$ is very small and to be...
estimated. At the estimation stage, I leave parameters \( q_0, q_x, \) and \( q_v \), as well as the elements of the matrices \( F, G, H_v, \) and \( H \), free, that is I do not impose the cross-equation restrictions implied by the original structural model. Appendix B presents the solution of the structural model and illustrates the cross-equation restrictions that I relax.

I exclude the dividend equation from the system given in (22)-(24), because of an approximate linear relationship between the log price-dividend ratio, log stock returns, and log dividend growth:

\[
\log r_{t,t+1} \approx \kappa_0 + \kappa_1 \log pd_{t+1} - \log pd_t + \log d_{t,t+1},
\]

that is in the current system with six economic variables there are only five independent shocks. I recover the implied dividend dynamics by using the log-linear approximation (25) and the estimated dynamics of returns and that of the price-dividend ratio. I exclude the dividend equation rather than the return equation or the price-dividend mapping (24), because (i) dividends are poorly measured (for example, seasonalities), (ii) dividends feature weaker predictability than returns, and (iii) dividends are not as informative about latent states of the consumption growth as the price-dividend ratio.

B The model with time varying consumption disasters

Wachter (2013) argues that a risk exposure of dividends to time-varying consumption disasters is a leading risk channel that generates a sizeable and time varying equity risk premium. A representative investor fears big negative fundamental shocks that lead to dramatic drops in cash flows, hence a large magnitude of the risk premium, with a time-varying rate of arrival, hence time-variation in the equity risk premium. This idea has proved useful in rationalizing the risk-return tradeoff not only in the stock market, but also in the foreign exchange market (e.g., Du 2013, Farhi and Gabaix 2016), fixed-income market (e.g., Gabaix 2012, Tsai 2014), and credit market (e.g., Gourio 2013). In this subsection, I develop an empirical model suitable for an identification of the time-varying consumption disasters in the data.

I group variable like consumption growth \( \log g_{t-1,t} \), log return \( \log r_{t-1,t} \), and dividend growth \( \log d_{t-1,t} \) into a vector \( Y_t = (\log g_{t-1,t}, \log r_{t-1,t}, \log d_{t-1,t})' \), and posit that it follows a discrete-time autoregressive process with a state \( X_t = (1, \log g_{t-1,t}, \lambda_t)' \), shocks \( \varepsilon_t = (\varepsilon_{g,t}, \varepsilon_{dt})' \) and \( \varepsilon_{\lambda,t} \), and time-varying disasters \( -z_t \) with time-varying intensity \( h_\lambda \lambda_t \)

\[
Y_{t+1} = G_{3 \times 3} X_t + H_{3 \times 1} (\lambda_{t+1} - E_t \lambda_{t+1}) + H_{3 \times 2} \varepsilon_{t+1} + \Gamma_{3 \times 1} z_{t+1},
\]

\[
\lambda_{t+1} = (1 - \varphi_\lambda) + \varphi_\lambda \lambda_t + \sigma_\lambda ((1 - \varphi_\lambda + 2 \varphi_\lambda \lambda_t)/2)^{1/2} \varepsilon_{\lambda,t+1}.
\]

The negative of a consumption disaster, \( z_{t+1} \), is modeled as a Poisson mixture of gammas: \( z_{t+1} | j_{gt+1} \sim \text{Gamma}(j_{gt+1}, \theta_g) \). Its central ingredient \( j_{gt+1} \) is a Poisson random variable, \( j_{gt+1} \sim 

14Tsai and Wachter (2015) is an excellent survey on the role of the hypothesis of time-varying disaster risk in asset pricing.
Poisson($h \lambda t$), which controls how many jumps of average size $\theta_g$ arrive per period of time. The normalized jump intensity $\lambda_t$ follows the scalar autoregressive process of order one $\lambda_t \sim \text{ARG}(1)$ with the scale parameter $\sigma^2_\lambda / 2$, the degrees of freedom $2(1 - \varphi_\lambda) / \sigma^2_\lambda$, and the serial correlation $\varphi_\lambda$. The normal shocks $\varepsilon_{gt+1} \sim \mathcal{N}(0, 1)$ and $\varepsilon_{dt+1} \sim \mathcal{N}(0, 1)$ are orthogonal to each other. The nonnormal shock $\varepsilon_{\lambda t+1} \sim \mathcal{D}(0, 1)$ has a mean of zero and standard deviation of one and is independent of $\varepsilon_{gt+1}$ and $\varepsilon_{dt+1}$.

The original model of Wachter (2013) implies that the price-dividend ratio log $pd_t$ is (approximately) an affine function of the disaster intensity $\lambda_t$. I use this implication of the structural model to identify the shock driving the probability of consumption disasters. To this end, I add the following observation equation

$$\log pd_t = q_0 + q_\lambda \lambda_t + \sigma_{pd} \varepsilon_{pd t}$$

(28)

to the system (26)-(27), where $\varepsilon_{pd t}$ is an observation error orthogonal to the economic shocks $\varepsilon_{gt}$, $\varepsilon_{dt}$, and $\varepsilon_{\lambda t}$, and $\sigma_{pd}$ is small and to be estimated. The parameters $q_0$ and $q_\lambda$, as well as the elements of the matrices $H$, $H_\lambda$, $G$, and $\Gamma$, are left free. Appendix C presents the solution of the structural model and illustrates the implied cross-equation restrictions which I relax at the estimation stage.

I exclude the dividend equation from the system given in (26)-(28) because of the approximate linear relationship between the log price-dividend ratio, log stock returns, and log dividend growth described in (25). I recover the implied dynamics of the dividend growth based on the estimation output. I exclude the dividend equation from the system (26)-(28) rather than the return equation or the price-dividend mapping because (i) dividends are poorly measured (e.g., seasonality), (ii) dividends feature weaker predictability than returns and (iii) dividends are not as informative about the unobservable disaster intensity as the price-dividend ratio.

C The two-volatility factor model with jumps in variance

The model of Drechsler and Yaron (2011) extends the structural model of Bansal and Yaron (2004) by adding time variation in the long-run mean of the variance of consumption growth and jumps in the conditional mean and in the conditional variance of consumption growth. The model generates realistic properties of stock return predictability, successfully matches standard moments of macro and asset pricing data, and also delivers realistic properties of the variance risk premium. Benzoni, Collin-Dufresne, and Goldstein (2011) build on this model to explain asset pricing puzzles associated with the 1987 crash; Drechsler (2013) extends the modeling environment of Drechsler and Yaron (2011) by adding model uncertainty for explaining the option-implied volatility surface. In this subsection, I develop an empirical model with multiple sources of variance risk as in Drechsler and Yaron (2011) and show how to identify them.\footnote{Multi-factor volatility models are known to capture more realistically the term structure of return volatilities (Bates 1997, Bollerslev and Mikkelsen 1996, Gallant, Hsu, and Tauchen 1999, Duffie, Pan, and Singleton 2000).}

I exclude from consideration the long-run
component of consumption growth as it is already explored in the model motivated by Bansal and Yaron (2004) in subsection A.

I group variables like consumption growth log $g_{t-1,t}$, log stock returns log $r_{t-1,t}$, and log dividend growth log $d_{t-1,t}$ into a vector $Y_t = (\log g_{t-1,t}, \log r_{t-1,t}, \log d_{t-1,t})'$, and posit that it follows a discrete-time autoregressive model with a state $X_t = (1, \log g_{t-1,t}, v_t, v_t^*)'$, shocks $\varepsilon_t = (\varepsilon_{gt}, \varepsilon_{dt})'$, $\varepsilon_{vt}, \varepsilon_{vt}^*$, and time-varying jumps in the stochastic variance of consumption growth $z_{vt}$ with time-varying intensity $h_v v_{t-1}$

$$Y_{t+1} = G X_t + H_0 (v_{t+1} - E_t v_{t+1} - z_{vt+1}) + H_v^* (v_{t+1} - E_t v_{t+1}^*) + H_{\varepsilon_{vt+1}}^* + \Gamma z_{vt+1},$$ (29)

$$v_{t+1} = (1 - \varphi_v v_t^*) v_t^* + (1 - \varphi_v) v + \varphi_v v_t + \sigma_v ((1 - \varphi_v) v + 2 \varphi_v v_t) / 2 v_t^*/2 + z_{vt+1} + z_{vt+1},$$ (30)

$$v_{t+1}^* = (1 - \varphi_v^*) v^* + \varphi_v^* v_t^* + \sigma_v^* ((1 - \varphi_v^*) v^* + 2 \varphi_v^* v_t^*) / 2 v_t^*/2 + z_{vt+1}.$$ (31)

The stochastic variance of consumption growth $v_{t+1}$ follows an autoregressive gamma process of order one shifted by a positive process $(1 - \varphi_v) v_t^*$ which defines the time variation in the long-run mean of $v_{t+1}$, and includes self-exciting jumps $z_{vt+1}$. The time-varying mean of the stochastic variance $v_{t+1}^*$ follows an autonomous autoregressive gamma process of order 1, $v_{t+1}^* \sim ARG(1)$, with the scale parameter $\sigma_v^2/2$, the degrees of freedom $2(1 - \varphi_v^*) v^*/\sigma_v^2$, and the serial correlation $\varphi_v^*$. For the ease of referral, I label the shock $\varepsilon_{vt+1}^*$ that feeds the stochastic trend of $v_{t+1}$ a trending variance risk. The self-exciting jump $z_{vt+1}$ is modeled as a Poisson mixture of Gammas: $z_{vt+1} \sim ARG(1)$, its central ingredient $j_{vt+1}$ is a Poisson random variable, $j_{vt+1} \sim Poisson(h_v v_t)$, which controls how many jumps of average size $\theta_v$ arrive per period of time. When these jumps arrive, the stochastic variance spikes up. Despite the absence of a separate state variable controlling the persistent component of consumption growth, the model allows for the time-varying expected growth via the lagged consumption growth and multiple variance factors.

The simplified version of the structural model of Drechsler and Yaron (2011) without the long-run risk in consumption growth, implies that the price-dividend ratio log $pd_t$ is (approximately) an affine function of the variance factors $v_t$ and $v_t^*$. I use this implication of the structural model to identify the multiple sources of variance risk $\varepsilon_{vt+1}, \varepsilon_{vt+1}^*$ and $z_{vt+1}$. To this end, I add the following observation equation

$$\log pd_t = q_0 + q_v v_t + q_v^* v_t^* + \sigma_{pd} \varepsilon_{pd},$$ (32)

to the system given in (29)-(31), where $\varepsilon_{pd}$ is an observation error orthogonal to the economic shocks $\varepsilon_{gt}, \varepsilon_{dt}, \varepsilon_{vt}$, and $\varepsilon_{vt}^*$, and $\sigma_{pd}$ is small and to be estimated. The parameters $q_0, q_v, q_v^*$, as well as the elements of the matrices $G, H_\lambda, H_{\varepsilon\lambda}, H_\varepsilon, H_\varepsilon^\lambda, H_\varepsilon^\lambda, H_\varepsilon^\lambda, H_\varepsilon^\lambda,$ and $\Gamma$, are left unrestricted. Appendix D presents the solution of the structural model and illustrates the implied cross-equation restrictions that are relaxed at the estimation stage.

I exclude the dividend equation from the system (29)-(31) because of the approximate linear relationship between the log price-dividend ratio, the log stock returns, and the log dividend growth given in (25) and recover the implied dividend dynamics based on the estimation output. I exclude
the dividend equation rather than the return equation or the price-dividend mapping because (i) dividends are poorly measured (e.g., seasonalities), (ii) dividends feature weaker predictability than returns and (iii) dividends are not as informative about the unobservable multiple stochastic variance factors as the price-dividend ratio.

4 Results

In this section, I describe the empirical term structures of risk for (i) the long run consumption growth shock and the shock in the stochastic variance of consumption growth, (ii) the consumption disaster risk and the shock in the intensity of consumption disasters, and (iii) the multiple shocks in the stochastic variance of consumption growth: the direct shock, the trending risk, and the jump risk. I focus on the two properties of the term structure: the level and the shape. I analyze whether upon arrival of a positive shock, which increases one of the state variables in the next period, the expected stock returns move up or down, and whether these effects are horizon-dependent.

Independently of the shock identification scheme, the term structure of expected buy-and-hold stock returns implied by the empirical model is downward sloping (Figure 1). The slope of the term structure of expected returns is defined in a standard way as the difference between the long-term and short-term expected returns. The negative slope is a manifestation of the multivariate mean-reversion in returns (Cochrane, 2001). The fact that my results are consistent with this property serves as a reality check for my empirical procedure. A necessary condition for observing a negative slope is the presence of at least one shock associated with a monotonically decreasing absolute value of the IER as the function of holding period. My empirical results indicate what this shock is, that is they reveal the source of stock return predictability. Appendix E describes how properties of individual shocks generate different shapes of the term structures of expected returns.

Under the shock identification scheme motivated by Bansal and Yaron (2004), I find that the long-run risk shock $\varepsilon_{xt+1}$ has a downward sloping term structure of risk in expected returns (Figure 2). As a result, this shock is the main driver of predictability in gross stock returns. At short- and medium-term horizons, the expected returns exhibit a positive sensitivity to the shock: the returns go up upon arrival of a shock $\varepsilon_{xt+1}$ that improves the future growth prospects of the macroeconomy. At horizons longer than 3 years, the expected returns are immune to the long-run risk shock.

Under the identification scheme motivated by Wachter (2013), the shock driving the time-varying probability of a consumption disaster $\varepsilon_{\lambda t+1}$ exhibits a downward sloping term structure of risk in expected returns (Figure 3): returns go down and more so in the short run upon arrival of a positive shock $\varepsilon_{\lambda t+1}$. As the shock $\varepsilon_{\lambda t+1}$ is tightly tied up with the consumption disaster risk $\varepsilon_{zt+1}$, I also analyze the term structure of $\varepsilon_{zt+1}$ and find that the returns of any horizon go slightly up upon arrival of a consumption disaster.

The identification scheme motivated by the parsimonious version of Drechsler and Yaron (2011), reveals that the only source of predictability in gross stock returns is a trending variance
risk $\varepsilon_{vt+1}$ (Figure 4). Upon arrival of a shock $\varepsilon_{vt+1}$, which increases the long-run mean of the stochastic variance of consumption growth, the stock returns decrease and more so in the short run. The direct variance shock $\varepsilon_{vt+1}$ and the jump risk $\varepsilon_{zt+1}$ have the term structures of risk in expected returns with a significant negative level but insignificant slope.

The documented above properties of the alternative sources of equity risk premium can be viewed as stylized facts. Structural models that have similar state-space representations to those behind the shock identification schemes, have to be consistent with these empirical facts. As a next step, I pursue an analysis of theoretical term structures of risk. I use original calibrations of the underlying structural models to infer theoretical (or model-implied) term structures of risk in expected returns. I compare theoretical and empirical term structures along the level and the shape of $\text{TERRs}$ of different holding periods. These two simple metrics of the term structure of risk turn out to be informative about the plausibility of alternative predictability channels advocated by competing economic theories.

Figure 2 displays the term structure of risk in expected stock returns in the model of Bansal and Yaron (2004) and compares it to that in the data. In the model the shock $\varepsilon_{xt+1}$ cumulates in expected returns as the investment horizon grows, whereas it gradually dies out in the data. The difference in the sensitivities of the long-term expected stock returns to the shock in the model and in the data is large. There are two questions of interest here: (i) does the difference between the empirical and theoretical term structures of risk matter economically and (ii) would an alternative calibration of the structural model imply a realistic term structure of the long-run risk shock in expected returns.

The answer to the first question is affirmative. An interaction of risk preferences and the distribution of risk produces the dynamics of the multi-period prices and quantities of risk, and therefore, implies how the shape and the level of the term structure of risk in expected returns look like. Whereas my methodology is silent about the individual dynamics of price and quantity of risk in the data, the empirical results set off alarm bells as it concerns the key assumptions in structural models. The answer to the second question is negative. A simple back-of-envelope computation implies that unless the long-run risk shock features the negative price of risk $q_x < 0$ or the elasticity of intertemporal substitution is negative $\rho > 1$, the theoretical term structure of the long-run risk is upward sloping (see Appendix E). The wrong slope of the term structure of $\varepsilon_{xt+1}$ means that the structural model produces predictability of gross stock returns by a price-dividend ratio with an opposite sign to that in the data.

The disagreement between the data and the structural model in Bansal and Yaron (2004) is pervasive. The long-run risk shock $\varepsilon_{xt+1}$, which is an economic channel generating the sizeable magnitude of the one-period risk premium in the structural model, has unrealistic implications for the dynamics of asset returns. This result has important implications for a production-based asset pricing literature relying on models featuring an equilibrium consumption growth process with the long-run risk shock only (e.g., Croce 2014; Hitzemann 2016; Kung and Schmid 2015).
Figure 3 displays the term structure of risk in the structural model of Wachter (2013) and compares it to that in the data. The theoretical term structure of the disaster intensity risk $\varepsilon_{t+1}$ has a realistic shape, yet its level at the short end is not as pronounced as in the data. The structural model posits that the consumption disaster $z_{t+1}$, a rare big negative shock in consumption growth, coincides with an even larger negative shock in dividends and stock returns, so that the term structure of risk $\varepsilon_{zt+1}$ has a negative level. The data imply that (i) consumption disasters in the US post-world war data are not as severe as the structural model assumes and (ii) consumption disasters coincide with a slightly positive returns, so that the term structure of $\varepsilon_{zt+1}$ is positive.

The discrepancy between the theoretical and empirical levels of the disaster risk in the term structure of expected returns represents a major challenge for the hypothesis of rare consumption disasters as it is formulated in Wachter (2013). If a consumption disaster that occurs in a bad state of the world and thus has a negative price of risk coincides with a positive shock in the stock market return, then the resulting risk premium is negative. It is not easy to overturn such a result by choosing an alternative calibration of the structural model. In the presence of a negative risk premium earned as a compensation for dividends’ risk exposure to the shock $\varepsilon_{zt+1}$, there would be a lot of pressure on the stochastic intensity shock to produce a sizeable positive risk premium.

Given the presence of the negative skewness in consumption growth and stock returns, a model with consumption disaster risk appears to be a potentially successful working hypothesis for explaining the joint behavior of macroeconomy and asset markets. However, as the quarterly data suggest, the sources of the negative skewness in the two variables of interest are different. I check whether the annual data provide more support to the hypothesis of rare consumption disasters.

I analyze the sample of real annual consumption growth and stock returns from 1871 to 2017 and non-parametrically identify historical episodes corresponding to either consumption disasters or stock market crashes. I do not formally estimate the model on annual data given that the available sample is half of that for quarterly data. I classify the episodes, when the realized consumption growth falls two standard deviations (std dev is 3.55%) below its mean of 1.84%, as consumption disasters, and the episodes, when the realized stock return falls two standard deviations (std dev is 18.43%) below its mean of 8.20% as stock market crashes. Panel A of Figure 5 illustrates that only 1 episode that I interpret as a consumption disaster out of four possible ones coincides with a sizeable negative return; yet the return is within one standard deviation bound around the mean: the real stock return is -18.6% in 1930. Panel B of Figure 5 shows that only one out of six market crashes coincides with a sizeable negative consumption growth: consumption growth is -3.8% in 1931. As a result, I leave it for future research to find a more realistic configuration of the disaster hypothesis in the macroeconomy and stock market.

Figure 4 displays the term structure of equity risk in the parsimonious version of Drechsler and Yaron (2011) and compares it to that in the data. Because I consider the model without the long-run risk in consumption growth, I have to modify the original calibration so that the model still successfully reproduces key macroeconomic and asset pricing moments. Based on this calibration, I find that the theoretical terms structures of alternative sources of variance risk in
expected returns have realistic properties. Evidently, the main source of return predictability is the trending variance shock $\varepsilon_{vt+1}$ that features a term structure of risk with a negative slope. The other sources of variance risk exhibit flat term structures with significantly negative levels. As a result, upon arrival of any type of variance shock, the multi-period returns go down. The effect of the trending variance risk is more pronounced in the short run.

The modified version of [Drechsler and Yaron (2011)] generates the realistic level and shape of the term structure of risk in expected returns. As a result, the model-implied term structure of expected returns coincides with that in the data (Figure 1). I dig deeper and analyze the pricing mechanism of the model. I find that in contrast to standard calibrations of various long-run risk models with stochastic variances, for example, [Bansal and Yaron (2004) and Bansal, Kiku, and Yaron (2012)], in which the variance shock does not account for a large portion of the risk premium, in the current calibration the variance shocks are the only source of equity premium. Thus, the variance shocks play two important roles here: (i) they generate a sizeable risk compensation, so that they are not a sideshow for the level of the equity risk premium and (ii) they produce a right amount and sign of return predictability.

To conclude, empirical properties of return predictability suggest that perhaps we need to change the way we think about the risk-return tradeoff in the stock market. The customary theoretical sources of the level of the risk premium fall short to account for empirical regularities. The theoretical term structure of the long-run risk shock cannot match the downward sloping term structure of risk in expected returns as it is observed in the data. The consumption disaster shock is associated with the negative incremental expected returns in the model but positive ones in the data. Finally, the variance shocks, which are almost predominantly used for generating time variation in the risk premium, may be leading sources of the level and time variation in the expected stock returns.

5 Conclusion

I propose an empirical methodology that unites an equilibrium theory of time-varying risk premia with an empirical evidence on multi-horizon return predictability. My approach identifies economic shocks that are key sources of risk premium in the leading macro-based models, and measures how they propagate in expected buy-and-hold returns. Shock propagation patterns constitute the term structure of risk in expected returns. The shape and the level of the term structure of risk serve as informative moments for testing competing theories of time-varying risk premia.

As an application, I examine three leading equilibrium models of stock return predictability: long-run risk with stochastic volatility in consumption growth ([Bansal and Yaron 2004]), time-varying consumption disaster risk ([Wachter 2013]), and consumption model with multiple sources of variance risk, such as the direct variance shock, the trending variance risk, and the jump in variance risk (in spirit of [Drechsler and Yaron 2011]). I find that the models of [Bansal and Yaron]]
and (Wachter, 2013) fall short to account simultaneously for the level and the shape of the term structure of risk in expected returns. The long-run risk shock has a downward sloping term structure of risk in the data but an upward sloping term structure of risk in the model. The consumption disaster shock has a negative term structure of risk in the data, but a positive term structure of risk in the model. On a positive side, I find support for an equilibrium model with multiple variance shocks a-la Drechsler and Yaron (2011). The trending variance shock is at the core of return predictability both in the model and in the data.
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**Figure 1**  
**Term structure of expected stock returns.**  
The red lines correspond to theoretical term structures of expected buy-and-hold returns, that is as implied by the original calibrations of Bansal and Yaron (2004), Wachter (2013), and Drechsler and Yaron (2011). The solid blue lines correspond to empirical term structures of expected buy-and-hold returns, that is as implied by the estimated empirical models. Vertical bars indicate 95% credible intervals for the estimated term structures of expected returns. Panel A represents the economic environment of Bansal and Yaron (2004). Panel B represents the economic environment of Wachter (2013). Panel C represents the economic environment of Drechsler and Yaron (2011). Quarterly.
Figure 2
Term structure of risk in expected stock returns. [Bansal and Yaron (2004)]

The red dashed lines correspond to the theoretical term structures of risk. The blue solid lines correspond to the empirical term structure of risk. Vertical bars indicate 95% credible intervals for the estimated term structures of risk. The incremental expected returns are scaled by the unconditional standard deviation of the one-period stock returns. Quarterly.
Panel A. IER for the intensity risk

Panel B. IER for the disaster risk $\epsilon_z$

Figure 3


The red dashed lines correspond to the theoretical term structures of risk. The blue solid lines correspond to the empirical term structure of risk. Vertical bars indicate 95% credible intervals for the estimated term structures of risk. The incremental expected returns are scaled by the unconditional standard deviation of the one-period stock returns. Quarterly.
Figure 4
The red dashed lines correspond to the theoretical term structures of risk. The blue solid lines correspond to the empirical term structure of risk. Vertical bars indicate 95% credible intervals for the estimated term structures of risk. The incremental expected returns are scaled by the unconditional standard deviation of the one-period stock returns. Quarterly.
Figure 5
Consumption disasters and stock market crashes.
The red bars correspond to the real one-period stock returns, the blue bars correspond to the real consumption growth. Panel A shows episodes when the realized real consumption growth decline more than 2 standard deviations away from its mean. Panel B shows episodes when the realized real returns on S&P 500 decline more than 2 standard deviations away from its mean. The dashed grey line indicates a 2 standard deviation move below the mean of the realized consumption growth. Annual. Data sources are the online data repository of Robert Shiller [http://www.econ.yale.edu/~shiller/data.htm/](http://www.econ.yale.edu/~shiller/data.htm/) for S&P 500 returns and the macroeconomic data set of Barro Ursua [https://scholar.harvard.edu/barro/publications/barro-ursua-macroeconomic-data/](https://scholar.harvard.edu/barro/publications/barro-ursua-macroeconomic-data/) augmented by the NIPA tables of the Bureau of Economic Analysis for the real consumption data.
Figure 6
Panels A, B, C display quarterly observations of consumption growth, log stock returns, and log price-dividend ratio, respectively. Panel D displays the mean path of the stochastic variance factor (dashed blue line) with the 95% credible interval (thin solid lines) and the mean path of the expected consumption growth (dashed red line) with the 95% credible interval (thin solid lines). Sample period: second quarter of 1947 to fourth quarter of 2015. Grey bars are the NBER recessions. Quarterly.
Figure 7
Macroeconomy. Wachter (2013)
Panels A, B, C display quarterly observations of consumption growth, log stock returns, and log price-dividend ratio, respectively. Panel D displays consumption disaster risk (blue lines), jump risk in stock returns (red lines). A brown line corresponds to the estimated jump intensity $\lambda_t$, the dashed lines correspond to the 95% credible interval. Sample period: second quarter of 1947 to fourth quarter of 2015. Grey bars are the NBER recessions. Quarterly.
Figure 8

Macroeconomy. Model in spirit of Drechsler and Yaron (2011)

Panels A, B, C display quarterly observations of consumption growth, log stock returns, and log price-dividend ratio, respectively. Panel D displays the mean path of the stochastic variance factor (dashed brown line) with the 95% credible interval (thin brown lines), right axes, and the mean path of the variance factor \( v_t^* \) (dashed red line) with the 95% credible interval (thin red lines), left axes. Self exciting jumps (blue bars) are displayed on Panel D, left axes. Sample period: second quarter of 1947 to fourth quarter of 2015. Grey bars are the NBER recessions. Quarterly.
A Appendix

A Estimation output

I use the data displayed in Panels A, B, C of Figure 6 to estimate the unrestricted version of the model with the long-run risk and stochastic variance of consumption growth (22)-(24), the unrestricted version of the model with consumption disasters (26)-(28), and the unrestricted version of the multi-factor volatility model with jumps in the stochastic variance of consumption growth (29)-(32).

Panel D of Figure 6 displays the estimated stochastic variance factor \( v_t \) and the estimated long run risk factor \( x_t \) with their 95% credible intervals. The estimated stochastic variance exhibits a significantly higher variance of variance \( \sigma_v = 0.178 \) and a smaller parameter of the serial correlation \( \varphi_v = 0.8008 \) than the calibrated model with parameter values \( \sigma_v = 0.0653 \) and \( \varphi_v = 0.9615 \), respectively. The component \( x_t \) is highly persistent with the serial correlation reaching the level of 0.9767 which is even higher than the parameter value in the original calibration of Bansal and Yaron (2004) \( (\varphi_v = 0.9383 \text{ at a quarterly frequency}) \).

Panel D of Figure 7 displays the identified consumption disaster risk in the model of Wachter (2013), along with the estimated jump intensity. The structural model of Wachter (2013) posits that big negative jumps in consumption growth, that is consumption disasters, coincide with even larger negative jumps in dividend growth, and returns. This is the key mechanism of the model which generates high equity risk premium: the representative agent experiences a big loss of wealth at the worst states of the world. At first, the presence of a correlated jump in consumption growth and returns seems like a plausible feature of the data: both time series exhibit negative skewness and excess kurtosis. However, as the data suggest if anything negative jumps in consumption growth coincide with positive jumps in equity returns. This fact puts at risk the economic channel that facilitates matching the level of the risk premium in the structural model.

Panel D of Figure 8 displays the estimated stochastic variance \( v_t \) of consumption growth with self-exciting jumps in variance \( z_{vt} \) and stochastic long-run mean \( v^*_t \) in the model motivated by Drechsler and Yaron (2011). Evidently, this model exhibits much more pronounced spikes in the volatility of consumption growth during the economic recessions compared to those in the model of Bansal and Yaron (2004). This is a result of jumps in variance which happen rarely and tend to arrive during recessions. The long-run mean of the stochastic variance, \( v^*_t \), is highly negatively correlated with the price-dividend ratio. This factor is persistent with the parameter of serial correlation \( \varphi^*_v = 0.9881 \) and the volatility of volatility \( \sigma_v^* = 0.0633 \). The stochastic variance itself \( v_t \) exhibits the serial correlation of 0.8549 and the volatility of volatility \( \sigma_v = 0.2560 \). Thus, the stochastic variance is slightly more persistent and volatile in this model compared to the model of Bansal and Yaron (2004).
B Solution of the Bansal and Yaron (2004) model

The model for consumption growth with stochastic variance is

\[
\log g_{t,t+1} = g + x_t + \gamma g v_t^{1/2} \varepsilon_{g,t+1},
\]
\[
x_{t+1} = \varphi x_t + \gamma x v_t^{1/2} \varepsilon_{x,t+1},
\]
\[
v_{t+1} = (1 - \varphi_v) + \varphi_v v_t + \sigma_v ((1 - \varphi_v + 2\varphi_v v_t)/2)^{1/2} \varepsilon_{v,t+1}.
\]

A representative agent has recursive preferences

\[
U_t = [(1 - \beta) c_t^\rho + \beta \mu_t (U_{t+1})^\rho]^{1/\rho},
\]
\[
\mu_t(U_{t+1}) = [E_t(U_{t+1}^\alpha)]^{1/\alpha}.
\]

Divide expression (33) by \( c_t \), denote \( u_t = U_t/c_t \) and \( g_{t,t+1} = c_{t+1}/c_t \) and obtain

\[
u_t = [(1 - \beta) + \beta \mu_t (u_{t+1} g_{t+1})^\rho]^{1/\rho}, \quad (34)
\]

Solve a recursive problem that is a log-linear approximation of the Bellman equation (34)

\[
\log u_t \approx b_0 + b_1 \log \mu_t (g_{t+1} u_{t+1}),
\]

where

\[
b_1 = \beta e^{\rho \log \mu} / (1 - \beta + \beta e^{\rho \log \mu}),
\]
\[
b_0 = \frac{1}{\rho} \log ((1 - \beta) + \beta e^{\rho \log \mu}) - b_1 \log \mu.
\]

Guess the value function

\[
\log u_t = u + p_x x_t + p_v v_t.
\]

Compute

\[
\log u_{t+1} + \log g_{t+1} = u + g + (p_x \varphi_x + 1) x_t + p_v v_{t+1} + \gamma g v_t^{1/2} \varepsilon_{g,t+1} + p_x \gamma x v_t^{1/2} \varepsilon_{x,t+1}
\]

Recall that the cumulant generating function for the variance represented by a gamma autoregressive process of order one is

\[
\kappa(s; v_{t+1}) = \frac{\varphi_v s}{1 - s \sigma_v^2/2} v_t - \frac{(1 - \varphi_v) \log (1 - s \sigma_v^2/2)}{\sigma_v^2/2}.
\]
Compute
\[
\log \mu_t(u_{t+1}g_{t,t+1}) = u + g - \frac{(1 - \varphi_v) \log (1 - \alpha p_v \sigma_v^2/2)}{\alpha \sigma_v^2/2} + (p_x \varphi_x + 1) x_t \\
+ \left( \frac{\alpha^2}{2} \gamma_g + \frac{\alpha^2}{2} p_x^2 \gamma_x^2 + \frac{\varphi_v p_v}{1 - \alpha p_v \sigma_v^2/2} \right) v_t.
\]

Hence
\[
\log \mu = u + g + \frac{\alpha^2 p_v^2 \gamma_x^2}{2} + \frac{\alpha^2}{2} \gamma_g + \frac{p_v \varphi_v}{1 - \alpha p_v \sigma_v^2/2} - \frac{(1 - \varphi_v) \log (1 - \alpha p_v \sigma_v^2/2)}{\alpha \sigma_v^2/2}.
\]

Solve the following system of three equations in three unknowns to verify the guess of the value function
\[
u = \frac{1}{1 - b_1} \left( b_0 + b_1 g - b_1 \frac{(1 - \varphi_v) \log (1 - \alpha p_v \sigma_v^2/2)}{\alpha \sigma_v^2/2} \right),
\]
\[
p_x = \frac{b_1}{1 - b_1 \varphi_x},
\]
\[
p_v = b_1 \left( \frac{\alpha^2}{2} \gamma_g + \frac{\alpha^2}{2} p_x^2 \gamma_x^2 + \frac{\varphi_v p_v}{1 - \alpha p_v \sigma_v^2/2} \right).
\]

The quadratic equation for \( p_v \) has two roots. I choose root that satisfies the requirement of stochastic stability [Hansen 2012].

Compute
\[
\log(u_{t+1}g_{t,t+1}) - \log \mu_t(u_{t+1}g_{t,t+1}) = \frac{(1 - \varphi_v) \log (1 - \alpha p_v \sigma_v^2/2)}{\alpha \sigma_v^2/2} - \left( \frac{\alpha^2}{2} \gamma_g + \frac{\alpha^2}{2} p_x^2 \gamma_x^2 + \frac{\varphi_v p_v}{1 - \alpha p_v \sigma_v^2/2} \right) v_t \\
+ p_v v_{t+1} + \gamma_g v_{t}^{1/2} \varepsilon_{gt+1} + p_x \gamma_x v_{t}^{1/2} \varepsilon_{xt+1}.
\]

The pricing kernel is
\[
\log m_{t,t+1} = \log \beta + (\rho - 1) \log g_{t,t+1} + (\alpha - \rho)(\log(u_{t+1}g_{t,t+1}) - \log \mu_t(u_{t+1}g_{t,t+1})) \\
= \frac{\log \beta + (\rho - 1) g + (\alpha - \rho) \frac{(1 - \varphi_v) \log (1 - \alpha p_v \sigma_v^2/2)}{\alpha \sigma_v^2/2}}{\log m_{t,t+1}} \\
+ \left( \frac{\alpha - \rho}{m_x} \right) x_t - \left( \frac{\alpha - \rho}{m_v} \right) \left( \frac{\alpha^2}{2} \gamma_g + \frac{\alpha^2}{2} p_x^2 \gamma_x^2 + \frac{\varphi_v p_v}{1 - \alpha p_v \sigma_v^2/2} \right) v_t \\
+ \left( \frac{\alpha - \rho}{m_v} \right) p_v v_{t+1} + (\alpha - 1) \gamma_g v_{t}^{1/2} \varepsilon_{gt+1} + (\alpha - \rho) p_x \gamma_x v_{t}^{1/2} \varepsilon_{xt+1} \\
= \log m + m_x x_t + m_v v_{t+1} + m_{\varepsilon g} v_{t}^{1/2} \varepsilon_{gt+1} + m_{\varepsilon x} v_{t}^{1/2} \varepsilon_{xt+1} + m_{\varepsilon v} v_{t+1}.
The model for the dividends is

\[ \log d_{t,t+1} = d + \mu x_t + \gamma v t^{1/2} \varepsilon_{dt+1}. \]

Guess that the price-dividend ratio is

\[ \log pd_t = q_0 + q_x x_t + q_v v_t. \]

The log-linearized return is

\[ \log r_{t+1} = \kappa_0 + \kappa_1 \log pd_{t+1} + \log d_{t,t+1} - \log pd_t \]

\[ = \underbrace{k_0 + (k_1 - 1)q + \log d + (\mu x + q_x (k_1 \varphi - 1)) x_t - q_v v_t}_{\log r} + \underbrace{k_1 q_v v_{t+1} + (k_1 q_x \gamma v t^{1/2} \varepsilon_{xt+1} + \gamma d v t^{1/2} \varepsilon_{dt+1}}_{r_v}, \]

where

\[ \kappa_0 = \log (1 + pd) - \frac{\log (pd) \cdot pd}{1 + pd}, \]

\[ \kappa_1 = \frac{pd}{1 + pd}, \]

\[ pd = E(pd_t). \]

Or in compact form

\[ \log r_{t+1} = \log r + r_x x_t + r_v v_t + r_{xx} v_t^{1/2} \varepsilon_{xt+1} + r_{xv} v t^{1/2} \varepsilon_{dt+1} + r_{vv} v t^{1/2} \varepsilon_{v t+1}. \]

Use the law of one price \( E_t[m_{t,t+1} r_{t+1}] = 1 \) to obtain

\[ \log r + \log m - \frac{(1 - \varphi_v) \log (1 - (r_{xv} + m_{xv})) \sigma^2_v/2}{\sigma^2_v/2} = 0 \]

\[ r_x + m_x = 0, \]

\[ r_v + m_v + \frac{1}{2} m_{bg}^2 + \frac{1}{2} (r_{xx} + m_{xx})^2 + \frac{1}{2} r_{xv}^2 + \frac{\varphi_v (r_{xv} + m_{xv})}{1 - (r_{xv} + m_{xv}) \sigma^2_v/2} = 0. \]

Solve for \( q, q_x, \) and \( q_v: \)

\[ q_x = \frac{\mu x + \rho - 1}{1 - k_1 \varphi_x}, \]

\[ -q_v + \frac{\varphi_v (k_1 q_v + m_{xv})}{1 - (k_1 q_v + m_{xv}) \sigma^2_v/2} + D = 0, \]

\[ q = \frac{1}{1 - k_1} \left( k_0 + \log d + \log m - \frac{(1 - \varphi_v) \log (1 - (r_{xv} + m_{xv})) \sigma^2_v/2}{\sigma^2_v/2} \right). \]
where
\[ D = m_v + m_{\varepsilon g}^2 / 2 + (r_{\varepsilon x} + m_{\varepsilon x})^2 / 2 + r_{\varepsilon d}^2 / 2. \]

The quadratic equation for \( q_v \) has two roots. I choose one that satisfies the requirement of stochastic stability (Hansen, 2012).

C Solution of the Wachter (2013) model

A representative agent is averse to consumption risk and has a recursive utility
\[ U_t = [(1 - \beta) c_t^\rho + \beta \mu_t(U_{t+1})^\rho]^{1/\rho}, \]
\[ \mu_t(U_{t+1}) = [E_t(U_{t+1}^\alpha)]^{1/\alpha}. \] (35)

The joint data generating process for consumption growth log \( g_{t,t+1} \) and dividend growth log \( d_{t,t+1} \) with consumption disasters \( z_{t+1} \) featuring time-varying arrival intensity \( \lambda_t \) is
\[ \log g_{t,t+1} = g + \gamma_g \varepsilon_{gt+1} - z_{t+1}, \]
\[ j_{gt+1}|_{\lambda_t} \sim \text{Bernoulli}(h_\lambda \lambda_t), \]
\[ z_{t+1}|_{j_{gt+1}} \sim \text{Gamma}(j_{gt+1}, \theta_g), \]
\[ \lambda_{t+1} = (1 - \varphi_\lambda) + \varphi_\lambda \lambda_t + \sigma_\lambda \left[ \left( (1 - \varphi_\lambda) + 2 \varphi_\lambda \lambda_t \right) / 2 \right]^{1/2} \varepsilon_{\lambda t+1}, \]
\[ \log d_{t,t+1} = d + \varphi_d \gamma g \varepsilon_{gt+1} + \gamma d \varepsilon_{dt+1} - \varphi_d z_{t+1}, \]
where \( z_{t+1} \) is a consumption disaster modeled as a Bernoulli mixture of gammas with its central component \( j_{gt} \) as a Bernoulli random variable and with a \( \theta_g \) as an average disaster size. The mean of \( j_{gt} \) is a jump arrival rate \( h_\lambda E(\lambda_t) = h_\lambda \). The normalized jump intensity \( \lambda_t \) follows the scalar autoregressive process of order one \( \lambda_t \sim AR(1) \) with the scale parameter \( \sigma_\lambda^2 / 2 \), the degrees of freedom \( 2(1 - \varphi_\lambda)/\sigma_\lambda^2 \), and the serial correlation \( \varphi_\lambda \). The normal shocks \( \varepsilon_{gt+1} \sim N(0,1) \) and \( \varepsilon_{dt+1} \sim N(0,1) \) are orthogonal to each other. The nonnormal shock \( \varepsilon_{\lambda t+1} \) has a mean of zero and standard deviation of one.

Divide expression (35) by \( c_t \), denote \( u_t = U_t / c_t \) and \( g_{t,t+1} = c_{t+1} / c_t \) and obtain
\[ u_t = [(1 - \beta) + \beta \mu_t(u_{t+1} g_{t+1})^\rho]^{1/\rho}, \] (36)
Solve a recursive problem that is a log-linear approximation of the Bellman equation (34)
\[ \log u_t \approx b_0 + b_1 \log \mu_t(g_{t+1} u_{t+1}), \]
\[ b_1 = \beta e^{\rho \log \mu} / (1 - \beta + \beta e^{\rho \log \mu}), \]
\[ b_0 = \frac{1}{\rho} \log ((1 - \beta) + \beta e^{\rho \log \mu}) - b_1 \log \mu. \]

Guess the value function

\[ \log u_t = u + p\lambda \lambda_t. \]

Compute

\[ \log u_{t+1} + \log g_{t,t+1} = (u + g) + \gamma g_{t+1} + p\lambda \lambda_{t+1} - z_t, \]
\[ \log \mu_t(u_{t+1}g_{t,t+1}) = (u + g) + \frac{\alpha \gamma \lambda \mu}{2} + \frac{\varphi \lambda \lambda \mu}{1 - \alpha \lambda \sigma^2 / 2} - \frac{(1 - \varphi \lambda) \log (1 - \alpha \lambda \sigma^2 / 2)}{\alpha \lambda \sigma^2 / 2} \]
\[ - \frac{\theta \lambda \lambda \lambda_t}{1 + \alpha \theta \lambda}. \]

Solve for the parameters of the value function.

There is a quadratic equation for \( p\lambda \):

\[ C_2 p^2 + C_1 p + C_0 = 0, \]

where

\[ C_2 = \alpha \lambda \sigma^2 / 2, \]
\[ C_1 = b_1 \varphi \lambda - 1 - A \lambda \sigma^2 / 2, \]
\[ C_0 = A, \]
\[ A = - \frac{b_1 h \lambda \lambda_t}{1 + \alpha \theta \lambda}. \]

Finally

\[ \log u = \frac{1}{1 - b_1} \left( b_0 + b_1 g + \frac{ab_1 \gamma \lambda}{2} - \frac{b_1 (1 - \varphi \lambda) \log (1 - \alpha \lambda \sigma^2 / 2)}{\alpha \sigma^2 / 2} \right). \]

Compute

\[ \log u_{t+1}g_{t,t+1} - \log \mu_t(u_{t+1}g_{t,t+1}) = \gamma g_{t+1} + p\lambda \lambda_{t+1} - z_{t+1} - \frac{\varphi \lambda \lambda \mu_t}{1 - \alpha \lambda \sigma^2 / 2} - \frac{\alpha \gamma \lambda}{2} \]
\[ + \frac{(1 - \varphi \lambda) \log (1 - \alpha \lambda \sigma^2 / 2)}{\alpha \lambda \sigma^2 / 2} + \frac{\theta \lambda \lambda \lambda_t}{1 + \alpha \theta \lambda}. \]
The pricing kernel is
\[
\log m_{t,t+1} = \log \beta + (\rho - 1) \log g_{t,t+1} + (\alpha - \rho) (\log u_{t+1} g_{t,t+1} - \log \mu_t (u_{t+1} g_{t,t+1})) \\
= m + m_\lambda \lambda_t + m_{\varepsilon \lambda} \lambda_{t+1} + m_{\varepsilon g} \varepsilon_{gt+1} + m_z z_{t+1},
\]
where
\[
m = \log \beta + (\rho - 1) g + (\alpha - \rho) \left( \frac{(1 - \varphi) \log (1 - \alpha \sigma^2 / 2)}{\alpha^2 / 2} - \frac{\alpha \gamma^2 \sigma^2 / 2}{2} \right),
\]
\[
m_\lambda = - (\alpha - \rho) \left( \frac{\varphi \lambda \rho \sigma^2}{1 - \alpha p \lambda \sigma^2 / 2} - \frac{\theta_g h_\lambda}{1 + \alpha \theta_g} \right),
\]
\[
m_{\varepsilon g} = (\alpha - 1) \gamma_g,
\]
\[
m_z = - (\alpha - 1),
\]
\[
m_{\varepsilon \lambda} = (\alpha - \rho) p \lambda.
\]

Guess that the price-dividend ratio is
\[
\log pd_{t+1} = q_0 + q_\lambda \lambda_{t+1}.
\]

The log return is
\[
\log r_{t,t+1} = k_0 + k_1 \log pd_{t+1} + \log d_{t,t+1} - \log pd_t \\
= k_0 + k_1 q_0 - q_0 + \log d \\
+ k_1 q_\lambda \lambda_t \\
+ \varphi d \gamma_g \varepsilon_{gt+1} \\
+ \gamma_d \varepsilon_{dt+1} \\
- \varphi_d z_{t+1} \\
= r + r_\lambda \lambda_t + r_{\varepsilon \lambda} \lambda_{t+1} + r_{\varepsilon g} \varepsilon_{gt+1} + r_z z_{t+1} + r_{\varepsilon d} \varepsilon_{dt+1},
\]
where
\[
r = k_0 + k_1 \log q_0 - \log q_0 + \log d,
\]
\[
r_\lambda = - q_\lambda,
\]
\[
r_{\varepsilon \lambda} = k_1 q_\lambda,
\]
\[
r_{\varepsilon g} = \varphi d \gamma_g,
\]
\[
r_{\varepsilon d} = \gamma_d,
\]
\[
r_z = - \varphi_d.
Use the law of one price

\[ E_t(r_{t,t+1}m_{t+1}) = 1, \]

to solve for \( q_0 \) and \( q_\lambda \). The two equations are

\[
\begin{align*}
& r + m - \frac{(1 - \varphi_\lambda) \log (1 - (m_{\varepsilon \lambda} + r_{\varepsilon \lambda})\sigma^2_\lambda/2)}{\sigma^2_\lambda/2} + \frac{1}{2}(m_{zg} + r_{zg})^2 + \frac{1}{2}r^2_{\varepsilon d} = 0, \\
& m_\lambda + r_\lambda + \frac{\varphi_\lambda (m_{\varepsilon \lambda} + r_{\varepsilon \lambda})}{1 - (m_{\varepsilon \lambda} + r_{\varepsilon \lambda})\sigma^2_\lambda/2} + \frac{(m_{zg} + r_{zg})h_\lambda \theta_g}{1 - (m_{zg} + r_{zg})\theta_g} = 0.
\end{align*}
\]

Parameter \( q_\lambda \) is the stochastically stable solution to the quadratic equation

\[ C_0 q^2_\lambda + C_1 q_\lambda + C_2 = 0, \]

where

\[
\begin{align*}
A &= m_\lambda + \frac{(m_{zg} + r_{zg})h_\lambda \theta_g}{1 - (m_{zg} + r_{zg})\theta_g}, \\
C_0 &= k_1 \sigma^2_\lambda/2, \\
C_1 &= k_1 \varphi_\lambda + m_{\varepsilon \lambda} \sigma^2_\lambda/2 - 1 - k_1 A \sigma^2_\lambda/2, \\
C_2 &= \varphi_\lambda m_{\varepsilon \lambda} + A - Am_{\varepsilon \lambda} \sigma^2_\lambda/2.
\end{align*}
\]

Also

\[
q_0 = \frac{1}{1 - k_1} \left( k_0 + d + m - \frac{(1 - \varphi_\lambda) \log (1 - (m_{\varepsilon \lambda} + r_{\varepsilon \lambda})\sigma^2_\lambda/2)}{\sigma^2_\lambda/2} + \frac{1}{2}(m_{zg} + r_{zg})^2 + \frac{1}{2}r^2_{\varepsilon d} \right).
\]

### D Solution of the Drechsler and Yaron (2011) model

The model for consumption growth with stochastic variance \( v_t \) which has a time-varying long run mean driven by \( v^*_t \) and self-exciting jumps \( z_v \) is

\[
\begin{align*}
\log g_{t+1} &= g + \gamma_g v^t_{t+1/2} \varepsilon_{gt+1}, \\
v_{t+1} &= (1 - \tilde{\varphi}_v) v^*_t + (1 - \varphi_v) v + \varphi_v v_t + \sigma_v((1 - \varphi_v)v + 2\varphi_v v_t)/2)^{1/2} \varepsilon_{vt+1} + z_{vt+1}, \\
v^*_{t+1} &= (1 - \varphi_v^v)v^* + \varphi^*_v v^*_t + \sigma^*_v((1 - \varphi_v^v)v^* + 2\varphi^*_v v^*_t)/2)^{1/2} \varepsilon_{vt+1}, \\
j_{vt+1} | v_t &\sim \text{Poisson}(h_v v_t), \\
z_{vt+1} | j_{vt+1} &\sim \text{Gamma}(j_{vt+1}, \theta_v),
\end{align*}
\]

where \( \tilde{\varphi}_v = \varphi_v + \theta_v h_v, \ v^* = 1/2, \) and \( v = \frac{1 - \tilde{\varphi}_v}{(1 - \varphi_v)/2}, \) so that \( Ev_t = 1 \) and \( Ev^*_t = 1/2. \)
A representative agent has recursive preferences

\[ U_t = \left(1 - \beta \right) c_t^\rho + \beta \mu_t(U_{t+1})^\rho \right]^{1/\rho}, \tag{37} \]

\[ \mu_t(U_{t+1}) = [E_t(U_{t+1}^\rho)]^{1/\rho}. \]

Divide expression (37) by \( c_t \), denote \( u_t = U_t/c_t \) and \( g_{t,t+1} = c_{t+1}/c_t \) and obtain

\[ u_t = \left[ (1 - \beta) + \beta \mu_t(u_{t+1}g_{t+1})^\rho \right]^{1/\rho}, \tag{38} \]

Solve a recursive problem that is a log-linear approximation of the Bellman equation (34)

\[ \log u_t \approx b_0 + b_1 \log \mu_t(g_{t+1}u_{t+1}), \]

where

\[ b_1 = \beta e^{\rho \log \mu} / (1 - \beta + \beta e^{\rho \log \mu}), \]

\[ b_0 = \frac{1}{\rho} \log ((1 - \beta) + \beta e^{\rho \log \mu}) - b_1 \log \mu. \]

Guess the value function

\[ \log u_t = u + p_v v_t + p_v^* v_t^*. \]

Compute

\[ \log u_{t+1} + \log g_{t,t+1} = u + g + p_v v_{t+1} + \gamma g u_t^{1/2} \varepsilon_{g,t+1} + p_v^* v_{t+1}^*. \]

Compute

\[ \log \mu_t(u_{t+1}g_{t+1}) = u + g - \frac{(1 - \varphi_v) v \log (1 - \alpha p_v \sigma_v^2/2)}{\alpha \sigma_v^2/2} - \frac{(1 - \varphi_v^*) v^* \log (1 - \alpha p_v^* \sigma_v^2/2)}{\alpha \sigma_v^2/2} \]

\[ + \frac{\alpha}{2} \gamma g u_t + \frac{\varphi_v p_v v_t}{1 - \alpha p_v \sigma_v^2/2} + \frac{p_v \varphi_v \theta_v v_t}{1 - \alpha p_v \theta_v} + \frac{\varphi_v^* p_v^* v_t^*}{1 - \alpha p_v^* \sigma_v^2/2} + p_v(1 - \tilde{\varphi}_v) v_t^*. \]

Hence

\[ \log \mu = u + g + \frac{\alpha}{2} \gamma g - \frac{(1 - \varphi_v) v \log (1 - \alpha p_v \sigma_v^2/2)}{\alpha \sigma_v^2/2} - \frac{(1 - \varphi_v^*) v^* \log (1 - \alpha p_v^* \sigma_v^2/2)}{\alpha \sigma_v^2/2} \]

\[ + \frac{p_v \varphi_v}{1 - \alpha p_v \sigma_v^2/2} + \frac{p_v \varphi_v \theta_v}{1 - \alpha p_v \theta_v} + p_v(1 - \tilde{\varphi}_v) v^* + \frac{p_v^* \varphi_v^* v^*}{1 - \alpha p_v^* \sigma_v^2}. \]
The log-linearized return is

\[ \log r_{t+1} = \kappa_0 + \kappa_1 \log p_{d_{t+1}} + \log d_{t+1} - \log p_d = k_0 + (k_1 - 1)q + \left( \mu_v - q_v \right) v_t + \left( -q_v^* \right) v_t^* \]

\[ + \frac{k_1q_v}{r_{ev}} v_{t+1} + \left( k_1q_v^* + \gamma_{d}^* \right) v_{t+1}^* + \frac{\gamma_d}{r_{ed}} v_t^{1/2} \varepsilon_{dt+1}, \]

The pricing kernel is

\[ \log m_{t,t+1} = \log \beta + (\rho - 1)g + \frac{(\alpha - \rho)(1 - \varphi_v)v \log (1 - \alpha p_v \sigma_v^2/2)}{\alpha \sigma_v^2/2} + \frac{(\alpha - \rho)(1 - \varphi_v^*)v^* \log (1 - \alpha p_v^* \sigma_v^2/2)}{\alpha \sigma_v^2/2} \]

\[ + \left( \frac{\alpha}{2} \gamma_g \varphi_v p_v + \frac{\alpha}{\alpha p_v \sigma_v^2/2} \frac{(\alpha - \rho)p_v \theta_v h_v - \alpha(\alpha - \rho)/2}{\gamma_g} \right) v_t \]

\[ + \left( \gamma_{d^*} v_{t+1}^{1/2} \varepsilon_{dt+1} + \frac{(\alpha - \rho)p_v}{m_{ev}} v_{t+1} + \frac{(\alpha - \rho)p_v^*}{m_{ev}} v_{t+1}^* \right). \]

The model for the dividends is

\[ \log d_{t+1} = d + \mu_v v_t + \gamma_{d^*} v_{t+1}^* + \gamma_d v_t^{1/2} \varepsilon_{dt+1}, \]

Guess that the price-dividend ratio is

\[ \log p_{d_{t}} = q + q_v v_t + q_v^* v_t^*. \]
where

\[
\begin{align*}
\kappa_0 &= \log (1 + pd) - \log (pd) \cdot pd \quad \frac{1}{1 + pd}, \\
\kappa_1 &= \frac{pd}{1 + pd}, \\
pd &= E(pd_t).
\end{align*}
\]

Or in compact form

\[
\log r_{t+1} = r + r_v v_t + r_v^* v_t^* + r_{d} v_t^{1/2} \varepsilon_{d+1} + r_{v} v_{t+1} + r_v^* v_{t+1}.
\]

Use the law of one price \( E_t[m_{t,t+1} r_{t,t+1}] = 1 \) to obtain three equations in three unknowns \( q, q_v, q_v^* \)

\[
\begin{align*}
&\quad m + r - \frac{(1 - \varphi_v) v \log (1 - (m_{ev} + r_{ev}) \sigma_v^2 / 2)}{\sigma_v^2 / 2} - \frac{(1 - \varphi_v^*) v^* \log (1 - (m_{ev}^* + r_{ev}^*) \sigma_v^{*2} / 2)}{\sigma_v^{*2} / 2} = 0, \\
&\quad m_v + r_v + \frac{m_{\varphi}^2}{2} + \frac{r_{ev}^2}{2} + \frac{(m_{ev} + r_{ev}) \varphi_v}{1 - (m_{ev} + r_{ev}) \sigma_v^2 / 2} + \frac{m_{ev} \theta_v h_v}{1 - m_{ev} \theta_v} = 0, \\
&\quad m_v^* + r_v^* + (1 - \varphi_v) (m_{ev} + r_{ev}) + \frac{(m_{ev}^* + r_{ev}^*) \varphi_v^*}{1 - (m_{ev}^* + r_{ev}^*) \sigma_v^{*2} / 2} = 0.
\end{align*}
\]

**E** Decomposition of the term structure of risk

TBC

**F** Calibration of the structural models
Table 1
Calibrations of the leading equity premium models
Quarterly calibrations of discrete-time models with modeling ingredients from Bansal and Yaron (2004), Wachter (2013), and Drechsler and Yaron (2011). A model in spirit of Bansal and Yaron (2004): I choose parameters to match means, unconditional volatility, and persistence of the variables implied by the original monthly calibration of Bansal and Yaron (2004). I posit that the stochastic variance follows the autoregressive process of order one. The calibration inputs are:

\[ g = 0.0045, \quad \gamma_g = 0.0135, \quad \varphi_x = 0.9383, \quad \gamma_x = 0.0010, \quad \varphi_v = 0.9615, \quad \sigma_v = 0.0653, \quad d = 0.0045, \quad \mu_x = 6, \quad \gamma_d = 0.0653, \quad \alpha = -9, \quad \rho = 1/3, \quad \beta = 0.998, \quad \kappa_0 = 0.0449, \quad \kappa_1 = 0.9923. \]

A model in spirit of Wachter (2013): I posit that consumption disasters are binomial mixtures of exponentials, whereas the stochastic disaster intensity is an autoregressive gamma process of order one. The calibration inputs are:

\[ g = 0.063, \quad \gamma_g = 0.01, \quad h_\lambda = 0.0075, \quad \varphi_\lambda = 0.9802, \quad \sigma_\lambda = 0.1743, \quad \varphi_d = 2.6, \quad d = 0.0163, \quad \gamma_d = 0, \quad \theta_g = 0.2, \quad \alpha_p = -2, \quad \rho = 0, \quad \beta = 0.997, \quad \kappa_0 = 0.0449, \quad \kappa_1 = 0.9923. \]

A model in spirit of Drechsler and Yaron (2011): I cut off the long-run risk channel from the model and posit that the stochastic volatility of consumption growth as well as its long-run mean follow two independent autoregressive gamma processes of order one. The jump in the volatility of consumption growth is modeled as a Poisson mixture of exponentials. The jump arrival rate is a linear function of the volatility of consumption growth. The calibration inputs are:

\[ g = 0.0045, \quad \gamma_g = 0.0108, \quad \varphi^*_v = 0.985, \quad \sigma^*_v = 0.1025, \quad v^* = 1/2, \quad \varphi_v = 0.955, \quad \theta_v = 0.8, \quad h_v = 0.025, \quad \sigma_v = 0.175, \quad v = (1 - \varphi_v - \theta_v h_v)/(v \cdot (1 - \varphi_v)), \quad d = 0.0175, \quad \mu_v = -0.004, \quad \gamma^*_v = -0.0125, \quad \gamma_d = 0.05, \quad \alpha = -9, \quad \beta = 0.9985, \quad \rho = 1/3, \quad \kappa_0 = 0.0449, \quad \kappa_1 = 0.9923. \]

In percent.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Log equity premium</td>
<td>1.1785</td>
<td>1.0356</td>
<td>1.0122</td>
<td>1.4971</td>
</tr>
<tr>
<td>Std dev of equity return</td>
<td>10.1507</td>
<td>7.6654</td>
<td>10.1828</td>
<td>8.1712</td>
</tr>
<tr>
<td>Risk-free rate</td>
<td>0.3125</td>
<td>0.2755</td>
<td>0.3156</td>
<td>0.2768</td>
</tr>
<tr>
<td>Std dev of the risk-free rate</td>
<td>0.1993</td>
<td>0.5474</td>
<td>0.1412</td>
<td>0.5455</td>
</tr>
<tr>
<td>Mean consumption growth</td>
<td>0.4500</td>
<td>0.4750</td>
<td>0.4500</td>
<td>0.4750</td>
</tr>
<tr>
<td>Std dev of consumption growth</td>
<td>1.3821</td>
<td>2.6458</td>
<td>1.0808</td>
<td>0.5067</td>
</tr>
<tr>
<td>Mean dividend growth</td>
<td>0.4500</td>
<td>1.2350</td>
<td>0.7250</td>
<td>0.6821</td>
</tr>
<tr>
<td>Std dev of dividend growth</td>
<td>6.7823</td>
<td>6.8557</td>
<td>5.0472</td>
<td>2.3355</td>
</tr>
</tbody>
</table>